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Abstract

Document clustering models serve unique ap-
plication purposes, which turns model quality
into a property that depends on the needs of the
individual investigator. We propose a frame-
work, Cluster Interpretation and Precision from
Human Exploration (CIPHE), for collecting
and quantifying human interpretations of clus-
ter samples. CIPHE tasks survey participants
to explore actual document texts from cluster
samples and records their perceptions. It also
includes a novel inclusion task that is used to
calculate the cluster precision in an indirect
manner. A case study on news clusters shows
that CIPHE reveals which clusters have multi-
ple interpretation angles, aiding the investigator
in their exploration.

1 Introduction

Automatically structuring large text collections into
clusters is a common research method for its time-
saving potential and aiding in discovering patterns.
In digital humanities, clustering methods like topic
modeling are frequently used for many applications
(Newman and Block, 2006; Mimno, 2012; Waheeb
et al., 2022; Wallach, 2008; Wickham and Öhman,
2022). Topic models are optimized for structuring
texts into coherent themes. However, modern clus-
tering methods powered by sophisticated language
models can organize the documents beyond themes.
It may be semantic, pragmatic, or other valuable
stylistic features. Validating the cluster quality in
these cases, or merely discovering such features,
requires moving beyond the traditional measures
of topic coherence based on keywords (Lau et al.,
2014; Röder et al., 2015).

Humans possess a remarkable ability to find pat-
terns, and the discovery of patterns in collections
of texts is no exception. Unfortunately, patterns
can even be “found” where there are none, a phe-
nomenon called apophenia (Shadrova, 2021)1. Fur-

1apophenia - the tendency to perceive a connection or

ther, given an overall collection of documents, it
is infeasible to objectively define the most appro-
priate level of granularity in dividing it into topics.
Whether sports is one news topic or basketball,
football, and tennis should be viewed as individ-
ual topics depends on the research and application
context. Additionally, the background, knowledge,
and prior experiences of a reader make it infeasible
to establish an objective truth of the cluster prop-
erties (Amidei et al., 2019). Thus, researchers and
practitioners often focus on specific aspects with
carefully formulated questions and have a need to
evaluate individual models on unique data.

The connection between topic model output and
human interpretation is a topic of debate (Hoyle
et al., 2021; Lim and Lauw, 2023; Doogan and Bun-
tine, 2021). Thus, trusting models based on their
automatic coherence benchmarking scores may not
be good practice for making scientific claims about
the data. Moreover, limited quality checks of the
topics and apophenia could lead to researchers pro-
jecting their own bias to the interpretation of topics,
especially if only working with the keyword repre-
sentation of the topics. To get around this, we sug-
gest performing manual quality validation checks
on the actual documents making up a topic. By
having human validation of cluster interpretation
and precision, there is a stronger basis for mak-
ing claims based on clustering model results. We
propose a framework for collecting data and calcu-
lating descriptive metrics for comparing clusters.
The framework is aimed toward investigators who
either want to systematically validate a model for
a specific research question, or who want to use
crowdsourcing to collect a general interpretation of
a context made up of multiple documents.

A qualitative approach to validating cluster co-
herence and gaining an understanding of the clus-
ters is to extract a sample of texts from each cluster

meaningful pattern between unrelated or random things (such
as objects or ideas)
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Figure 1: The CIPHE framework.

and inspect them manually, exemplified in Eklund
and Forsman (2022). The inspector would then pro-
vide an interpretation of each cluster by 1) free-text
naming a characteristic feature defining the cluster
(i.e., a common theme the majority of its articles be-
long to), and 2) identifying texts that do not fit into
the cluster according to this definition. We propose
Cluster Interpretation and Precision from Human
Exploration (CIPHE) as a framework for record-
ing human interpretation of clusters built around
these two tasks. This acknowledges the richness of
documents and the possible features to which they
can be clustered, and leverages the human ability
to recognize patterns to discover cluster properties.
This aligns with research requiring interpretative
depth and contextual understanding.

This paper consists of two parts. First, we intro-
duce CIPHE as such. Second, we report on a case
study with crowdsourcing participants in which
CIPHE is examined with respect to its ability to
generate valuable insights via crowdsourcing. For
this, we conducted a CIPHE survey on ten news
article clusters created with different topic models
(Section 3). One task of the crowdsource workers
is to come up with a descriptive name for each clus-
ter. For this, three sets of instructions were applied
and their influence on the task complexity and out-
come was discussed. We further analyze the survey
results according to the various framework metrics
and discuss which insights into the clusters they
reveal.

2 CIPHE

To bring structure to the perception of multiple eval-
uators, we introduce Cluster Interpretation and Pre-
cision from Human Exploration (CIPHE, Figure 1)
as a framework for recording and analyzing hu-
man interpretations of document clusters. Provided
that a cluster can be characterized by a feature that
most of the texts have in common (which may but
does not necessarily have to be a general theme),
we expect that a human exploring a sample of the
cluster will be able to 1) name this feature, and 2)

Figure 2: The Survey platform. We use the non-
technical term group instead of cluster for ease of inter-
pretation by the participants.

identify which of the articles do not share it and
have thus wrongly been placed into the cluster. The
central idea of CIPHE is to exploit these abilities
to obtain insights into the quality and properties
of text clusters. For this, CIPHE lets a group of
survey participants perform both of the mentioned
tasks and compares the individual interpretations
and quality assessments. A CIPHE survey can be
performed by either a small group of experts or a
larger number of participants. The large number of
participants accessible via crowdsourcing allows
human evaluation to be based on a broader inter-
pretation of texts and can mitigate certain biases
(Schuff et al., 2023) while an expert survey can be
used if the clustered documents or the demands on
the clustering require expert knowledge.

The quality assessments are indirect, which
makes them more comparable: rather than ask-
ing a participant explicitly to assess the quality of
a cluster on a subjective scale, quality is inferred
from the number of documents they exclude from
the cluster. In general, different participants may
name clusters differently, and their segmentation,
i.e. which articles they choose to include in their
interpretation of the cluster, will also vary. Rather
than viewing this as a problem, CIPHE builds upon
it. For a given cluster, the degree of agreement be-
tween participants and their individual assessments
of the task complexity are converted to comparable
metrics for cluster quality (Section 2.1).
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A CIPHE survey consists of three tasks that col-
lect responses reflecting the interpretation of the
cluster by the participant.

Inclusion: the participant is asked to explore
the cluster and decide which articles, according to
them, belong to the cluster. Intuitively, the fewer
articles are excluded, the better the cluster in the
eyes of the participant.

Naming: the participant is asked to give the
cluster a descriptive free text name. The precise
instructions for how to do this may differ. In our
case study, we compare three different instruction
sets; see Section 3.3.

Complexity assessment: the participant an-
swers Likert-scale questions about their experience
exploring the cluster (Joshi et al., 2015). This pro-
vides information about both the participant and
the perceived simplicity of interpreting the cluster.

A survey platform (Figure 2) was implemented
in Django2 to be able to manage the survey in detail
and to have control over how the different elements
were displayed to participants.

2.1 Metrics

The metrics applied to the responses were chosen
to yield an overall precision estimation for each
cluster, reflect different aspects of the agreement
between participants, and provide a complexity es-
timation of the task for each cluster. The purpose
of the metrics is to map responses to overall qual-
ity scores. The current version of CIPHE focuses
exclusively on the intrinsic quality of individual
clusters rather than assessing a clustering model as
a whole, making it applicable when working with
a single dataset and model.

2.1.1 Agreement Measures
CIPHE computes three measures of agreement, two
on the inclusion task and one on the naming task.

Inclusion Agreement Ainc: The Inclusion
Agreement metric measures the pairwise agreement
between participants in the decision to include or
exclude individual documents to the cluster. This
metric is robust to participants having diverging
views for a few individual documents in the cluster
but mostly agree on the rest.

Let the sample of documents from cluster C be
d1, . . . , dm. For participants i and j, let Aij be
the set of all dk, k ∈ {1, . . . ,m}, on which i and
j agree, i.e. either both have included dk in C or

2
https://www.djangoproject.com/

Part. A Part. B Part. C Part. D
Doc 0 i i e e
Doc 1 i i i i
Doc 2 e e e i
Doc 3 i i e e

Table 1: Example with a set of four documents and four
participants with the decision denoted i and e for in-
cluding or excluding, respectively. Participant A agrees
with B on all documents, with C on two documents,
with D on one. Participant B agrees with C on two
documents and with D on one. Participants C and D
agree on 3 documents. This gives an Ainc score of

2
4·4·(4−1) · (4 + 2 + 1 + 2 + 1 + 3) = 13

24 . Partici-
pants A and B have made identical segmentations of the
documents, and C and D have made individual segmen-
tations. The resulting Aseg score is 1− 3−1

4−1 = 1
3 .

both have excluded dk from it. Then

Ainc
C =

2

mn(n− 1)

n∑
i=1

n∑
j=i+1

|Aij |

where n > 1 is the number of participants.
Segmentation Agreement Aseg: The Segmen-

tation Agreement measures the participant agree-
ment on how to segment the documents into two
sets: included and excluded documents. A high
Aseg means that participants more frequently have
chosen the same set of documents to include, im-
plying that there are few ambiguous documents in
the cluster. In contrast to Ainc, the metric is sensi-
tive to small differences in decisions on individual
documents, as they create new segmentations. See
the example of Ainc and Aseg in Table 1.

Again, let d1, . . . , dm be the sample of cluster
C and assume that there are n participants. For
i ∈ {1, . . . , n}, let Ii be the set of documents di
which, according to participant i, indeed belong to
C. Let u = |{Ii | 1 ≤ i ≤ n}|, i.e. u is the number
of unique segmentations of C (the number of ways
the participants have divided C into). Then

Aseg
C = 1− u− 1

n− 1
,

yielding a score of 0 if all participants disagreed
and 1 if they all agreed.

Naming Agreement Aname: The Naming Agree-
ment reflects the agreement in the free text nam-
ing task. To calculate the average agreement on
the naming task, we embed the responses with a
Sentence-T5-base3 embedding and calculate the

3
https://huggingface.co/sentence-transformers/

sentence-t5-base

https://www.djangoproject.com/
https://huggingface.co/sentence-transformers/sentence-t5-base
https://huggingface.co/sentence-transformers/sentence-t5-base
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distance between the resulting vectors. This way
we measure the semantic similarity of responses
rather than their exact formulation. In the case
study below, cosine similarity was used as the dis-
tance metric. Let v1, . . . , vn be the embedding
vectors of the responses of the n participants for
cluster C in the naming task and let

Dij = cos(vi, vj) =
vi · vj

∥vi∥ · ∥vj∥

for all i, j ∈ {1, . . . , n}. Then

Aname
C =

( 2
n(n−1)

∑n
i=1

∑n
j=i+1Dij)− λ

1− λ
.

The normalization constant λ is experimentally set
to 0.6 to increase the variance of Aname and thus
its impact in subsequent calculations. Experiments
showed that min(Dij) was larger than 0.65 after
pairwise comparison between all responses under
all instructions.

2.1.2 Complexity Estimation
In the complexity assessment task, the participants
are asked to indicate on a Likert scale how much
they agree with different statements regarding the
survey task. This is not primarily to estimate the
difficulty of the survey itself, but mostly to gain
insights into the perceived simplicity and coherence
of clusters.

Each participant is asked to provide an estimate
of the level of agreement with statements regard-
ing comprehension (“I can easily comprehend the
contents of the articles”), inclusion simplicity (“It
was easy to choose which articles to include and ex-
clude”), naming simplicity (“It was easy to name
the group”)4, and knowledge (“I am familiar with
the area that I named”).

The Likert scale used for these estimations
is {Strongly Disagree, Disagree, Neutral, Agree,
Strongly Agree}. For use in calculations, these re-
sponses are converted to the respective numerical
scores 0, 0.25, 0.5, 0.75, 1. Neither comprehension
nor knowledge is used in CIPHE quality metrics.
They were added because they may provide useful
insights for additional targeted evaluations.

Let L inc
i and L name

i be the numerical values of
the responses of participant i (i ∈ {1, . . . , n}) to
the Likert inclusion and naming statements, respec-
tively, for cluster C. Then the metrics Linc

C and

4Recall from Figure 2 that the survey uses the non-
technical term group instead of cluster.

Lname
C are calculated as

Linc
C =

1

n

n∑
i=1

L inc
i and Lname

C =
1

n

n∑
i=1

L name
i .

2.1.3 Cluster Quality Metrics
CIPHE Precision CP: The precision of a cluster is
calculated using the responses from the inclusion
task. For each participant i ∈ {1, . . . , n}, let Ii
again be the set of positive sample documents in C,
i.e. documents in the sample which participant i
considered to belong to cluster C. With m denoting
the sample size, the CIPHE precision of C is

CPC =

∑n
i=1 |Ii|
nm

.

Worth mentioning here is that we have no way of
determining the false negatives and calculating the
recall, which limits the possibilities of calculating
the accuracy of the cluster. This is a consequence
of the previously mentioned design decision to eval-
uate clusters in isolation.

CHIPE Interpretation and Agreement IA:
The CIPHE interpretation agreement score is the
average of the sum of all agreement and complexity
estimation scores:

IAC =

∑
a∈A Aa +

∑
ℓ∈L Lℓ

|A|+ |L|

where A = {inc, seg, name}, L = {inc, name}.

3 Case Study

A case study was conducted to validate the ability
of CIPHE to quantitatively differentiate clusters in
terms of interpretation and precision using human
interpretation data collected via crowdsourcing.

3.1 Dataset
We selected clusters of varying quality to evaluate
CIPHE in different situations. Four clusters were
selected from the well-curated WCEP18 corpus
(Yoon et al., 2023), and six were from a less pol-
ished scraped dataset of English news articles from
2022 that gives a more realistic view of a real-world
application.

3.2 Clusters
The topic models Latent Dirichlet Allocation (LDA
Blei et al. (2003)), BERTopic (Grootendorst, 2022),
and the story discovery model PromptStream
(Hatefi et al., 2024) were applied to WCEP18 result-
ing in 150 topics for LDA, 318 topics for BERTopic
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No. Name Characteristics Expected
quality Reason for inclusion

1 NFL BLM Protest The event where NFL players took a knee for Black
Lives Matter and the political aftermath.

High Random cluster from
models

2 South Africa South Africa Politics and international news about
land rights for farmers.

High Random cluster from
models

3 Financial Advice Different articles on how to save money for individu-
als. It contains many different angles on this subject
such as mortgage, collecting Covid support checks,
pension, and credit card comparisons.

Medium Diverging internal views

4 Macedonia Name
Protest

Greek Protest about Macedonia changing their name.
Also includes two irrelevant articles about a hostage
named Joshua Boyle.

High Random cluster from
models

5 Oil News about oil prices but also contains energy and
environment.

High Random cluster from
models

6 Celebrities The cluster contains articles that could be divided
into many different segments depending on the
knowledge of the participant. Gossip, celebrities,
family, Reality TV, entertainment.

Medium Diverging internal views

7 Tips and Tricks A cluster that follows a pattern of the title containing
“I am a . . . ” and then proceeds to advise on a wide
range of fields. E.g. “I’m an interior design expert
– 3 easy ways to make your home look way more
expensive on the cheap.”

Medium Diverging internal views

8 Astronomy Articles about space and meteors. But also contains
3 articles about animals and bugs.

Medium Diverging internal views

9 Cannabis/IT
Security

Artificially created cluster by combining five articles
from two distinct clusters which were Cannabis le-
galization and IT security leaks.

Low Test participant reaction
to clusters that combine
distinct topics

10 Random A cluster of random articles. The model grouped
them due to similar article lengths.

Low Baseline & estimate
apophenia effects

Table 2: The clusters used in the case study, ranked by Topic Coherence metric cv (Röder et al., 2015). Expected
quality was estimated by the authors prior to releasing the survey.

and 525 stories for PromptStream. Four clusters
were randomly chosen from the resulting pool of
model outputs. We (the authors) determined these
to be of high quality so to include clusters of vary-
ing quality and corner cases, six clusters from the
scraped dataset were added. Four clusters where
we had diverging views on how to characterize the
cluster, despite agreeing that the cluster was rea-
sonably well defined. One cluster comprised of
randomly chosen articles to have a baseline and
to be able to estimate the influence of apophenia.
Lastly, one artificially constructed cluster by com-
bining equal numbers of articles belonging to two
distinct topics, to be able to evaluate the answering
patterns of participants in this artificial corner case.

A sample of ten articles was extracted from each
cluster. The same ten articles are shown to every
participant.5 The detailed cluster descriptions can
be seen in Table 2.

5Note that the sample size of 10 was chosen to evaluate
CIPHE in a controlled setting. For an actual evaluation, multi-
ple samples of articles from the same cluster are required to
reliably characterize the cluster.

3.3 Instruction Sets

Three different instruction sets were used for the
naming task which vary in their degree of freedom
to interpret the cluster. These were:

Free-text (FT): The participants were simply
asked to name the cluster. This gives the largest
degree of freedom. The expected outcome from
using this instruction set was to get specific names,
but also with semantic diversity due to the creativity
and different perspectives of the participants.

Unifying Features (UF): The participants were
instructed to first choose whether the cluster was
about an event, general theme, or something else,
and then specify in free-text. The minimal initial
structuring that this provides was meant to prime
the participant for more descriptive naming. This
aids with determining which articles should not
have been included in the cluster and understanding
clusters that may seem incoherent initially. UF
provides a large degree of free human interpretation
beyond a pre-defined taxonomy, but is limiting by
making the participants precede their decision by a
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high-level classification.
Taxonomy (TAX): The participants are given

a taxonomy to choose an overall news category
(similar to annotating a dataset for classification)
and are then asked to name the cluster in free text.
This is a low degree of freedom in the first step, but
anticipated to add specificity in the second.

The focus of UF on themes and events was cho-
sen because this case study works with news ar-
ticles. The same holds for the taxonomy created
for TAX. For other types of data, this may need to
be adjusted. In contrast, the instruction set FT is
universally applicable.

3.4 Participants

The experiment involved 20 participants for each
of the 3 instruction sets, giving a total of N = 60
participants. The participants where recruited in
Prolific6 using their standard sample. The only re-
quirements were that the participants should be flu-
ent in English, and have graduated from secondary
education. We deliberately did not control for other
demographic parameters because we wanted to cap-
ture as general a set of views as possible. This also
limits the extent to which we can analyze the in-
fluence of the background of participants on the
responses given. A detailed demography of the
participants can be seen in Appendix A. The partic-
ipants were paid £10/h for approximately 25 min-
utes of work. Due to some participant responses
having too low quality, i.e., the participant did not
exclude a single article for the duration of the sur-
vey, or otherwise clearly misinterpreted the instruc-
tions, we recorded that as an instruction failure,
and recruited replacement participants. For each
instruction set, 2 instruction failures were recorded.

3.5 Survey

The participants were informed about the gen-
eral goal of the study and asked for consent (Ap-
pendix B.1). Then, they received one of the three
sets of instructions (Appendix B.2) and proceeded
to the survey question pages. The survey plat-
form (Section 2) displayed one random cluster at
a time to participants, starting with a cluster from
WCEP18. The decision to always start the evalua-
tion with a cluster from WCEP18 was made after a
pilot study showed that participants had difficulties
understanding the survey instructions when starting
with the Random or the artificially created clusters.

6
https://www.prolific.com/

Figure 3: The CP metric for the tree instruction sets.

After the survey was completed we assessed the
answers. If there were missing answers or signs of
technical problems, the participants were asked to
retake parts of the survey.

4 Results and Discussion

CIPHE is evaluated on its ability to capture the
varying quality of the clusters and human interpre-
tation of them (Section 4.1). In our analysis, we
use the fact that some of the manually selected clus-
ters, the artificial cluster, and the random cluster
should be more difficult to interpret. Further, we
compare the instructions and analyze their effect
on the responses (Section 4.2). We also discuss
adaptions that can be made to suit different usage
purposes (Section 4.3).

4.1 Metric Analysis

4.1.1 Cluster precision CP
The cluster precision, CP, calculates the average
ratio of included articles in a cluster and functions
as an indirect measurement for cluster coherence.
The scores (Figure 3) range between 0.52 and 0.94
which shows that participants on average view be-
tween five to nine articles as correctly belonging to
a cluster. Both clusters with expected higher and
medium quality were found in the mid-range from
0.68 to 0.85. The cluster Random and the artificial
cluster Cannabis/IT have the lowest scores which
shows that CP correctly identifies improvement
areas in the clustering model performance. Ran-
dom scored between 0.53 and 0.60 which is higher
than anticipated. This may be a combination of
apophenia, and that many participants (correctly)
interpreted the cluster as general news (see Table 3).

https://www.prolific.com/
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Figure 4: Metrics Aname, Aseg, Ainc, Lname, Linc, and IA for each cluster and instruction set. Each metric is bound
between [0, 1] and should be compared horizontally. The instructions UF, FT, and TAX can be compared by
inspecting differences for a cluster found on the x-axis for each metric.

The results also show that participants feel inclined
to exclude at least one article as no cluster received
a score of 1.0. A potential measure for mitigating
this effect is discussed in Section 4.3.

While CP does not reveal deeper insights about
the cluster, it gives each cluster an intuitive quality
score connected to human perception usable for al-
gorithmic improvement in many applications. We
note that the CP scores were only slightly influ-
enced by the choice of instructions. This indicates
that the inclusion task of CIPHE itself is able to cap-
ture cluster quality in an indirect manner, making
it a promising alternative for e.g., collecting hu-
man interpretations as a basis for improving topic
models (Chang et al., 2009; Newman et al., 2010).

4.1.2 Agreement Measures
The metrics on data from the inclusion task of In-
clusion Agreement (Ainc) and Segmentation Agree-
ment (Aseg) explain much of the variance between
instructions within the same cluster in Figure 4.
Ainc measured participant consensus on including
individual articles, scoring higher in clusters with
obvious outliers like Macedonia, but generally cor-
related with the CP score. Aseg revealed when par-
ticipants had multiple unique segmentations for a
cluster, with lower scores indicating potential am-
biguity, as seen in e.g., the Financial Advice, Tips
& Tricks, and Random clusters. However, Aseg can
be somewhat volatile as it in many instances has a
high variance in scores between the instructions on
the same cluster.

The differences between clusters in the naming

agreement Aname were low due to participants writ-
ing free-text answers that group closely together
in an embedding space. Overall, the participants
named the clusters similarly (Table 3) which in-
dicates that they identified similar broader topics,
even if they chose different words to specify them.
The FT instruction had slightly higher Aname scores
which we attribute to it prompting participants to
answer in a few words, a prompt that is not part of
the TAX or UF instruction sets.

4.1.3 Complexity Estimation
The complexity estimation metrics are collected
with Likert-scale questions asking the participants
about the simplicity of performing the inclusion
and the naming task. The results from Linc and
Lname in Figure 4 most closely resembled our ini-
tial expected quality in Table 2. The inclusion task
was more difficult for low-quality clusters such
as the Random cluster. In contrast, for the high-
quality clusters NFL, Macedonia, and Oil, partici-
pants found it easier to discover patterns. Notably,
the medium-quality cluster Astronomy gets a high
score which was due to it also containing contrast-
ing articles similar to Macedonia. We concluded
that human interpretation of cluster coherency can
be most effectively quantified with data from the
Likert scale questions asked to the participants after
completing the inclusion and naming task.

4.1.4 Interpretation and Agreement Score IA
The interpretation and agreement score, IA, sum-
marizes the agreement and complexity estimation
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metrics designed to indicate when participant in-
terpretation of a cluster varies. In contrast to CP,
it highlighted that the participants to a lesser ex-
tent shared a unified interpretation of the medium
quality clusters Financial Advice and Tips & Tricks
prompting the investigator to do further analysis.
Another example is the high-quality cluster South
Africa that scored lower than anticipated. Inspect-
ing the free-text naming in Table 3 revealed that the
cluster contained a mix of general South African ar-
ticles and articles about a specific debate on South
African land issues and politics.

The artificially constructed cluster Cannabis/IT
Security had high IA scores (Figure 4) even though
the CP scores were low. We can also see that for
this perfectly split cluster, the scores are largely
influenced by which topic the participants chose to
focus on, Cannabis or IT Security. When a clear
majority has chosen one side (FT and UF), the
IA score is closer to the best clusters. When they
are more equally divided between the topics, like
in TAX, then the agreement metrics are reduced
while the complexity estimation metrics stay on
similar levels. Some participants did not choose a
side and instead found an umbrella name for the
two topics. The Cannabis/IT Security, similar to
the Macedonia and Astronomy clusters, highlights
that a high Aseg score indicates that there are two
contrasting groups of articles in the sample.

In summary, the results show that CIPHE quan-
titative metrics provide valuable insights into clus-
ter analysis. CIPHE successfully identified which
clusters were interpreted in multiple ways, and the
provided inclusion task was able to quantify cluster
precision indirectly.

4.2 Instruction Comparison

The case study compares the instruction sets Free
Text (FT), Unifying Feature (UF), and Taxonomy
(TAX) to investigate how different instructions af-
fect the results. As Figure 4 shows, Ainc and Aseg

have significant influence when the IA score differs
between instructions on the same cluster. However,
no instruction set shows a clear pattern to affect
one specific metric. This means that the differ-
ences in the instruction sets had little impact when
performing the survey.

The inclusion simplicity and naming simplicity in
Figure 5 show that the participants exposed to TAX
found it slightly easier to perform the survey. The
reason may be that the participants had more help

Figure 5: Summary of complexity assessments.

with structure and vocabulary when performing the
survey tasks. Given that creating a taxonomy may
be labor-intensive and limits free naming, we con-
sider FT to be a suitable instruction set for general
purposes, as it is the least restrictive and no clear
drawbacks were observed in the results.

4.3 Adaptions and Improvements

A CIPHE evaluation is admittedly more compli-
cated than other annotation tasks. It requires partic-
ipant attention to contextualize a set of articles and
to make complex decisions through their reading
comprehension and knowledge. An important as-
pect of the case study was confirming the feasibility
of performing a CIPHE survey in a crowdsourcing
environment without careful screening or exten-
sive annotation training. There were 2 rejected
participants for each set of instructions, resulting
in around 10% instruction failure. Improving the
instructions and the survey design may reduce this
number. Further in this section, we discuss some
potential improvements and adaptions for CIPHE.

The cluster precision scores showed that partici-
pants generally are inclined to exclude at least one
article per cluster. This makes it difficult to reach
CP = 1.0 even for high-quality clusters such as the
NFL cluster where many participants chose at least
one article at random to exclude. One potential
improvement area to get accurate cluster precision
scores was revealed unintentionally with the Mace-
donia cluster. Here, 8 articles were about Greek
protests against Macedonia changing its name, and
2 were about Joshua Boyle, and therefore easy to
identify for the participants. This results in Mace-
donia having an almost perfect IA score and an
accurate CP of 0.8. The setup for this cluster sam-
ple resembles the intrusion task used in keyword-
based topic coherence metrics (Chang et al., 2009).
Giving contrasting articles mixed with the sample
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South Africa NFL BLM Protest Financial Advice Random
South African Farmers NFL Protest policies About money Passings
South African news NFL Protests Saving on living costs. social media news
South Africa NFL Players Protest Monthly expenses UK news - miscellaneous
mobilization of farmers NFL protests Financial Tips Celebrity news
Important news about South Africa nfl espn Financial Advice TV News
South Africa farmers NFL protests Mortgage issues UK News
South African Farming Politics NFL kneeling protest Economy. UK Celebrities deaths

Table 3: A sample of participant free-text responses in the naming task.

articles helps participants contextualize in the in-
clusion task. However, gamifying the task to find
the intruders may divert attention from attentively
exploring the cluster. E.g., completely unrelated
articles introduced to the South Africa cluster likely
complicate finding the fine-grained division of gen-
eral South Africa news and the land issue. Addi-
tionally, intruding articles may change the overall
context of the cluster and make it less granular.
E.g., including other articles about protests to the
cluster Macedonia, likely skews the context to be
generally about protests. Using contrasting intrud-
ers likely improves CP for less granular categories,
while providing only articles from the samples aids
exploratory work.

One motivation behind creating CIPHE was
its ability to capture semantic properties beyond
themes and events. The clusters Financial Advice
and Tips and Tricks most clearly exhibit such prop-
erties, which can indeed be found when inspecting
the free text responses (Table 3). However, one ob-
servable drawback with this version of the CIPHE
survey was that the participants would often default
to a topical response such as Money or Mortages in-
stead of considering the stylistic feature of Advice.
To focus on specific characteristics, the investigator
could separate each cluster characteristic that they
are interested in. E.g., preparing characteristic-
specific Likert scale and free text questions for
topic, style and any other wanted characteristic.
This would reduce the need for the sample texts to
strongly exhibit a single characteristic and aid the
participants in seeing beyond the topical content.

Practitioners interested in using CIPHE for their
own evaluation are encouraged to adjust the instruc-
tions and survey layout to fit their purpose.

5 Conclusion

We have presented Cluster Interpretation and Pre-
cision from Human Exploration (CIPHE), a method
for collecting human perception data of document
clusters. CIPHE is based on the assumption that

humans, when presented with a random sample of
texts from a given cluster, can identify a majority
feature of the texts, and also determine which texts
should be excluded from the cluster. This is called
the inclusion task and it shows promise for being
an indirect measurement of cluster quality that can
be used for algorithmic improvement.

The case study on ten clusters using crowdsource
workers showed that participants generally saw
similar coarse themes and that CIPHE highlighted
when a cluster contained multiple interpretation an-
gles. The framework is flexible enough to support
a variety of research questions and practical appli-
cations. It was designed to be applicable even with
only one dataset and model. Future work involves
conducting larger-scale experiments with varying
document styles to assess statistical properties.

Data and Code Availability

The code for the CIPHE framework can be found
at https://github.com/antoneklund/CIPHE/ .
The articles used in the study and the responses
can be provided upon request.

Ethics

This study involved the collection of responses
through Prolific, a platform where participant iden-
tities are known only to Prolific. The survey ad-
ministered did not include any personal questions
and focused solely on annotating the dataset and
asking about the complexity of the task. Partici-
pants were informed of the purpose of the study
and expressed consent for their responses to be
used for research purposes. The data collected was
securely stored at Umeå University for academic
research purposes. Participant anonymity and con-
fidentiality were maintained at all stages of data
collection, analysis, and reporting. If participants
were to express any concerns or requested their data
to be withdrawn, their wishes would be respected
without question.

https://github.com/antoneklund/CIPHE/
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A Detailed Participant Demography

The detailed participant demography is given in
Table 4.

N Percentage

Continent

Europe 45 75%
Africa 9 15%
Asia & Oceania 4 7%
North America 2 3%

Age

18-29 41 68%
30-39 10 17%
40-49 6 10%
50+ 3 5%

Education

High School 15 25%
Technical college 8 13%
Undergraduate 21 35%
Graduate 14 23%
Doctorate 2 3%

Total

Overall 66 100%
Rejected 6 9%
Used 60 91%

Table 4: Demography of the participants.

B Survey Details

B.1 Consent

Welcome!
Thank you for participating in this study! Your
input is helping us develop transparent ways of
evaluating AI.

AI models can be used to organize huge amounts
of text documents. To the human eye it is not
always obvious which features of the texts an AI
model has cared about. Hence we see a need for
a practical method for humans to evaluate how AI
models organize texts.

For this study such AI models have been applied
to group news articles. Your role in this study is
to test an evaluation tool on these groups of news
articles, and to assess whether the groups make
sense. You are given 10 such groups for evaluation.
The articles are in English and published in 2018
and 2022.

Your answers are anonymous and will not be
used as training data for models. By agreeing to
participate in this study, you consent to have your
anonymous responses be stored at Umeå University
and included in any research paper using this data.

For further questions or comments, contact
the principal investigator Anton Eklund at an-
ton.eklund@cs.umu.se.

B.2 Instructions to participants

B.2.1 UF
Introduction The evaluation tool is based on the
assumption that the texts in each group have some-
thing in common. We call this a unifying feature.
Unifying features are often Themes (e.g., Football,
Politics, Natural Disasters, a person, a city), or
Events (e.g., a particular football match, an elec-
tion, a hurricane). Sometimes, the unifying feature
is something else (e.g., opinions, formality) which
are more difficult to identify but may still give in-
sight into the AI models.

Your task is to explore the group and assess if
any unifying feature exists. The models may have
made mistakes when grouping the texts. If so, you
should remove some texts from the group and de-
fine the feature from the remaining texts. You will
be given the opportunity to explain why some texts
are removed.

Explore the Group:

• Read all the titles carefully.

• Click on the title to show the text body of an
article if you are unsure what it is about.

• Make up your mind what is most unifying for
these articles.

• Exclude articles that don’t fit with the rest of
the group.

Unifying Feature:

• Select one of the following unifying feature
types:

https://doi.org/10.46298/jdmdh.9226
https://doi.org/10.46298/jdmdh.9226
https://doi.org/10.1145/3543507.3583507
https://doi.org/10.1145/3543507.3583507
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– Event: Something placed in time (e.g., a
particular football match, an election, a
hurricane).

– Theme: Not bound by time (e.g., Foot-
ball, Politics, Natural Disasters, a person,
a city).

– Other: Something unites the articles but
is not an Event or a Theme (e.g., lan-
guage style, opinion, formality).

• Name the group.

• Optionally write a comment about why you
are excluding some articles.

Rate the complexity of the task:

• You are asked to rate your agreement to state-
ments about your experience assessing the
group.

B.2.2 FT
Introduction The evaluation tool is based on the
assumption that the texts in each group have some-
thing in common. It could be a theme (e.g., Foot-
ball, Politics, Natural Disasters, a person, a city),
or an event (e.g., a particular football match, an
election, a hurricane). Sometimes, it is something
else (e.g., opinions, formality) which may be more
difficult to identify but will still give insight into
the AI models.

Your task is to explore the group and asses
whether the articles have anything in common. The
models may have made mistakes when grouping
the texts. If so, you should remove some texts
from the group and name what is common in the
remaining texts.

Explore the Group:

• Read all the titles carefully.

• Click on the title to show the text body of an
article if you are unsure what it is about.

• Make up your mind what is most unifying for
these articles.

• Exclude articles that don’t fit with the rest of
the group.

Name the group:

• Write a descriptive title of the group. Exam-
ples: "Football", "Eurovision Song contest
2022", "First-person stories"

Rate the complexity of the task:

• You are asked to rate your agreement to state-
ments about your experience assessing the
group.

B.2.3 TAX
Introduction The evaluation tool is based on the
assumption that the texts in each group have some-
thing in common. It could be a theme (e.g., Foot-
ball, Politics, Natural Disasters, a person, a city),
or an event (e.g., a particular football match, an
election, a hurricane). Sometimes, it is something
else (e.g., opinions, formality) which may be more
difficult to identify but will still give insight into
the AI models.

Your task is to explore the group and assess
whether the articles have anything in common. The
models may have made mistakes when grouping
the texts. If so, you should remove some texts
from the group and name what is common in the
remaining texts.

Explore the Group:

• Read all the titles carefully.

• Click on the title to show the text body of an
article if you are unsure what it is about.

• Make up your mind what is most unifying for
these articles.

• Exclude articles that don’t fit with the rest of
the group.

Define the group:

• Select one of the following general categories
that you think the group fits under:

– Culture
– Entertainment
– Politics
– Crime
– War
– Lifestyle
– Science
– Home & Garden
– Sports
– Business & Finance
– Personal Finance
– Automotive
– Weather
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– Technology
– Environment
– Real Estate
– Other

• Give a descriptive name to the group.

Rate the complexity of the task:

• You are asked to rate your agreement to state-
ments about your experience assessing the
group.


