Investigating Expert-in-the-Loop LLM Discourse Patterns for Ancient
Intertextual Analysis

Ray Umphrey’
University of the Cumberlands
ray.umphrey@ucumberlands.edu

Jesse Roberts’
Tennessee Tech University
jtroberts@tntech.edu

Lindsey Roberts
Tennessee Tech University

Abstract

This study explores the potential of large lan-
guage models (LLMs) for identifying and ex-
amining intertextual relationships within bib-
lical, Koine Greek texts. By evaluating the
performance of LLMs on various intertextual-
ity scenarios the study demonstrates that these
models can detect direct quotations, allusions,
and echoes between texts. The LLM’s abil-
ity to generate novel intertextual observations
and connections highlights its potential to un-
cover new insights. However, the model also
struggles with long query passages and the in-
clusion of false intertextual dependences, em-
phasizing the importance of expert evaluation.
The expert-in-the-loop methodology presented
offers a scalable approach for intertextual re-
search into the complex web of intertextuality
within and beyond the biblical corpus.

1 Introduction

Intertextuality, coined by Julia Kristeva (Kristeva,
1980), proposes that the meaning which should be
understood as intended by an author is that most
relevant in the common zeitgeist. However, like
stacked layers of a fuzzy neural network (Kwan and
Cai, 1994), authors’ work transforms the meaning
of the input linguistic “sign” so that the understand-
ing incumbent on future works is forever changed.

As shown in Figure 1, many contemporary refer-
ences to Satan depend more (but not exclusively)
upon Milton than the Bible, while Genesis provides
the base understanding invoked and transformed by
Milton (Allen, 2011). This notion of an intertextual
network is an extension of the intertextual graphs
discussed in Kuznetsov et al. (2022) as it supposes
a non-linear transformation is applied by the author
in the work to the inherited linguistic sign.

When the date of authorship and lineage of a
text are known, the structure of the network can be
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Figure 1: Example approximated intertextual depen-
dence over Genesis, Paradise Lost (Milton, 2005), and
Hocus Pocus (Ortega, 1993). Future works depend on
past related texts with some weight. Subsequent work
transforms the combined inherited weighted representa-
tions like a neural activation function.

asserted and the weights may be studied to under-
stand intertextualities. However, in biblical studies,
texts are often dated imprecisely or may not have
been sufficiently distributed to support confident
assertions of textual dependence. Therefore, the
presence of a strong intertextual dependence can
provide both important situational and interpreta-
tional guidance for the passage.

While many such intertextual depencies have
been documented, the relative youth of the inter-
pretational framework and the vast number of rela-
tively co-temporal texts makes searching for poten-
tial intertextualities tedious.

Table 1: List of Contributions

Contribution 1  We find that the query length has a significant impact

while long corpora pose no issue to retrieval.

Contribution 2 We identify a pattern of LLM usage that augments an
expert’s ability to catalogue and evaluate the weight

of intertextual dependencies in Koine Greek.

We identify types of errors made by the LLM.

Contribution 3
Contribution 4

We show that LLMs perform intertextual analysis
by retrieving known intertextualities and by directly
comparing the similarity of passages.

Contribution 5  We identify a strong previously undocumented inter-

textuality through LLM support.

This paper seeks to use large language models
(LLMs) to identify and examine the strength of
intertextual relationships within biblical texts. By
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using LLMs to detect intertextuality in biblical writ-
ings, the user can establish patterns of usage by
individual biblical authors and shed light on how
texts were understood and reinterpreted by later
writers and illuminate the understanding transmit-
ted by the author from inherited concepts.

Armed with an appropriate pattern of LLM us-
age, researchers may be able to scale their efforts
and shed light on long-standing questions in bib-
lical studies. Further, the methodology can be ap-
plied to texts and contexts outside the biblical cor-
pus.

In the following sections we provide the neces-
sary background regarding LLMs and intertextual
analysis, discuss the experiments used to substan-
tiate the contributions in Table 1, and describe the
experimental results. We conclude with a discus-
sion of the limitations of this work.

2 Background

Richard Hays’ seminal work, Echoes of Scripture
in the Letters of Paul, established intertextuality
as a central concern of biblical interpretation for
subsequent research (Hays, 1989). The interest in
biblical intertextuality has only grown through the
years, yet a lack of standardized definitions and
methodology remains (Emadi, 2015).

Discerning intertextual relationships in biblical
texts is not always a straightforward endeavor. Bib-
lical texts often reference previous writings, both
biblical and extra-biblical. Biblical authors are fre-
quently creative in how they use other texts and
do not always cite their sources. Often biblical
authors will merely allude to, paraphrase, or cre-
atively embed intertextual elements in their writing.
This makes intertextual studies challenging and, at
times, controversial.

The study of biblical intertextuality is relevant
to understanding the relationship of the Old Tes-
tament to the New Testament, how later biblical
writers understood and interpreted previous texts,
and how much contemporary writers knew of other
current writings. One prominent area of intertex-
tual study is the synoptic problem, which addresses
the relationships of the three synoptic gospels to
one another in relation to their interdependence,
sources, and manner of composition. Intertextu-
ality has also paved the way for fresh analyses of
the relationship between Paul and Jesus (Wenham,
1995). Advances in intertextual analysis through
Al and LLMs have the potential to illuminate such
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important issues in biblical studies.

2.1 LLMs

Transformer-based large language models (LLMs)
like Claude (Anthropic, 2024) have been shown to
be remarkably capable of language analysis. LLMs
function by generating context aware embeddings
of the tokenized words in the context and gener-
ating an attention-filtered compression given the
current last word in the sequence. The compres-
sion is then fed to a non-linear function in the form
of a neural network. This process of projection,
attention, compression, and non-linear mapping is
repeated serially through the layers of the LLM.

Projection into an embedding space has been
shown to permit semantic and syntactic reasoning
(Mikolov, 2013) through a continuous vector repre-
sentation. Further, attention has been shown to en-
able more long range dependencies and meanings
to be captured and conveyed into the compressed
representation of input text (Bahdanau, 2014). Fi-
nally, the feed-forward non-linear mapping pro-
vides more efficient learning from the available
data (Vaswani, 2017) and universal computation
over the input text (Roberts, 2023).

While the technological innovation associated
with transformers (Vaswani, 2017) is arguably an
increment over natural language processing (NLP)
techniques that introduced word vectors (Mikolov,
2013) and attention (Bahdanau, 2014), LLMs have
proved to be a revolutionary advance in the perfor-
mance of virtually all NLP tasks.

2.1.1 Related Work

In Coffee et al. (2012), the authors specifically
sought to detect textual allusions by identifying
shared words between two texts. They found this
method was able to identify previously uncata-
logued passages that may contain allusions. While
this work was an important step, it is brittle to su-
perficial word overlap and does not have the ability
to reason about more nuanced contact between the
texts (themes, synonyms, etc).

Dai et al. (2023) and Yu et al. (2024) used GPT-
3.5 and GPT-4 (Radford et al., 2019) to do thematic
coding. In each, the authors compare the theme
label generated by the LLM to the label generated
by a human annotators. They show that the tested
LLMs tend to be able to reason over thematic con-
tent. Finally, Khan et al. (2024) performed LLM
assisted corpus coding for function-to-form prag-
matic and discourse analysis.



The existing work demonstrates compelling
progress toward scalable, automated reasoning for
qualitative textual analysis with human collabora-
tion. However, our work importantly augments
the existing literature in four ways: 1) direct quali-
tative intertextual comparison by an LLM, 2) the
task requires retrieval rather than labeling, 3) the
prompt pattern is intended to augment rather than
automate human ability, and 4) texts are presented
in a non-English language (Koine Greek).

3 Definitions and Criteria

This paper is concerned with identifying and re-
trieving specific literary dependencies between bib-
lical texts in Koine Greek using Claude Opus (An-
thropic, 2024) which can be evaluated by the expert-
in-the-loop to understand intertextual dependence
and weight. Due to the multivalent nature of bib-
lical intertextuality, the dependencies may appear
as direct quotations, allusions, or echoes (Hays,
1989). Allusion can be defined as an indirect refer-
ence with some definable characteristics, such as
lexical or thematic correspondence. Echoes, how-
ever, are subtle references that may exist purely on
a structural or conceptual level or a single specific
keyword. While direct quotations are usually ap-
parent to the reader, allusions and echoes require
some criteria to help with identification.

Hays (1989) enumerates seven criteria for de-
termining allusions and echoes: availability of the
source to the author, volume (characterized by rep-
etition, distinct patterns, prominence), recurrence
of the citation by the author, thematic coherence,
historical plausibility, history of interpretation, and
satisfaction or sensibility. For this study, we will
use Hays’ criteria as the expert lens for human eval-
uation of candidate intertextualities identified by
the LLM.

4 Methodology

We identify 6 passages each representing a unique
scenario of interest. We provide them to Claude
Opus via the pattern in Figure 2 and receive re-
sponses similar to that shown. The returned candi-
date intertextualities are then evaluated for strength
based on the criteria discussed above.

In support of the contributions listed in Table 1:
We 1) evaluate the effect of query and corpus length
by varying each while maintaining the passage and
prompt pattern. We 2) evaluate all passages in
Koine Greek with an author specialized to intertex-
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tual biblical analysis as the expert-in-the-loop pro-
viding evaluation over the candidates in the form
of a fuzzy weight (labeled as low, mid, or high)
as alluded to in Figure 1. We 3,4, and 5) identify
failure and performance modes across a compre-
hensive set of scenarios that present passages with
expected false positive, known true positive, prob-
able, speculative, hypothetical, and out-of-sample
true positive intertextualities.

Expert
I am looking for intertextualities,
that is quotations, allusions, or gen-
eral dependence on another passage,
between two passages. Identify rare
words that are mutually used as well.
Please denote potential intertextual-
ities between the corpus and query
passages below:
[Corpus]
[Query]

LLM

Here are the potential intertextual-
ities I identified between the two
passages:

1. The phrase “ev & pétpw METEELTE
uetenUroetar DUV’ in the corpus
passage is very similar to “¢) uétpw
METEElTE, €V AT MeTpninosTo
LUy’ in the query. This appears to
be a direct quotation.

2. Both passages use the relatively
uncommon future passive verbs
“xerdnoecie” (you will be judged)
and “petpndnfosTon” (it will be
measured). ...

5. Both exhort the audience to
act/treat others in a certain way,
using the 2nd person plural present
active verbs noteite (you do/make)
and 6{dote (you give).

Figure 2: Prompt pattern used to identify intertextuali-
ties between the corpus (to be searched) and the query
(passage of interest).



Table 2: Test Scenarios and corresponding corpus and
query passages.

Test Scenario Corpus Query

True Positive Matthew 7 1 Clement 13
False Positive Matthew 7 1 Peter 2:4-8
Probable Sirach 51 Matthew 11:25-30
Speculative Romans 3:19-5:11 Luke 18:9-14
Hypothesis 1 Matthew 10:5-42 Acts 20:17-35
Hypothesis 2 Matthew 10:5-42 Luke 10:2-12

Out-of-Sample Matthew 7 Fake Biblical Stylized Text

4.1 Selected Texts and Scenarios

Matthew 7 is tested against two texts, a known
positive and a known passage with superficial sim-
ilarity, to evaluate the model’s sensitivity in the
cases of true positive and expected false positive.
In 1 Clement 13, the author directly quotes from
Matthew 7:1-2 and attributes the quote to Jesus.
1 Peter 2:4-8 contains no known parallel with
Matthew 7 but shares a common stone metaphor
with Matthew 7:24-27.

The remaining four sets are all experimental or
hypothetical in some way. First, similar to the
true positive, some scholars argue that Matthew
11:25-30 depends on Sirach 51 while others merely
acknowledge the similarities (Hagner, 1993). On
the other hand, most scholars reject dependence be-
tween Romans and Luke 18:9-14 but acknowledge
superficial thematic similarity (Johnson, 1991).

We suspect Matthew 10:5-42 to have literary in-
terdependence with Acts 20:17-35 based on novel,
unpublished research. However, no known propo-
nent of this relationship exists. Interestingly, the
implications of this scenario can potentially inform
the debate surrounding the synoptic problem.

Finally, to test if LLMs can identify truly novel
intertextualities apart from potential knowledge
from an unknown pretraining corpus, we develop a
novel passage that shares features with Matthew 7
regarding a fish and a tree.

While intertextuality can exist across texts com-
posed in different languages, we chose texts com-
posed in Koine Greek to keep the project manage-
able. Since intertextuality often depends on lexical
forms, unique vocabulary, and morphological fea-
tures, we conducted the exercises in Greek rather
than English translations. Further, research in the
field of new testament studies is conducted in Greek
, and we hope LLMs will be used to augment the
work of other researchers in this space.
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S Experiments

5.1 True Positive: Matthew 7 & 1 Clement 13

Background: In 1 Clement 13, the author seems to
synthesize several related sayings that can be found
throughout the Sermon on the Mount (Holmes,
2007). Scholars date the writing of 1 Clement
as being after or contemporary with the composi-
tion of Matthew’s gospel. While it is possible that
the authors of both texts draw from a hypothetical
common source, no such document exists, and the
grouping of the same sayings in both texts suggests
some direct dependence (Holmes, 2007).

Candidate Intertextualities: The language
model identified the phrase, “With the measure
you use, it will be measured to you,” as a direct
quote (Matt. 7:2). In Greek, the only variation from
the Matthean text is the omission of the preposition
¢v (“by the measure you use”) and the addition of
the prepositional phrase év adtd (“by this it will
be measured”). The model detected other lexical
parallels, such as the use of the verb xpivete “you
judge” and xprirficecie “you will be judged,” as
well as the usage of d{dwu “give” (Matt. 7:7).

The model also detected morphological similar-
ities in verbs used, such as the use of the future
passive forms petpnirioeton “it will be measured”
and xpuhoeode “you will be judged.” It also de-
tected identical imperative forms in person, number,
tense, and voice: notgite (you do) and 8{dote (you
give). The model detected general thematic and
structural features common to both texts.

Observations & Analysis: The 1 Clement cita-
tion explicitly credits Jesus with the sayings (“Let
us remember the words of the Lord Jesus™). In-
terestingly, the model mentioned sayings not in-
cluded in Matthew chapter 7 but did not locate
them. This indicates that the model was work-
ing within the boundaries of the provided texts but
utilizing broader knowledge acquired during pre-
training. When we reran the exercise and omitted
the explicit reference to Jesus, the model did not
acknowledge the additional sayings. The language
model generated no false positives and the weight
of the intertextual dependence is high.

5.2 False Positive: Matthew 7 & 1 Peter 2:4-8

Background: 1 Peter bears no evidence of direct
literary dependence on the synoptic gospels. How-
ever, both Matthew 7:24-27 and 1 Peter 2:4-8 use
stone metaphors. This provides an opportunity to
identify model sensitivity to false positives. As ex-



pected, the model retrieved the superficial textual
similarities.

Candidate Intertextualities: The model con-
cluded that 1 Peter 2:4-8 drew on the imagery and
language of Matthew 7. It cited the use of construc-
tion metaphors, the use of nétpa “rock/stone” and
TpooxoTTw and mpdoxoppa “‘stumble/stumbling
stone,” and the theme of “two ways” in both pas-
sages. However, the model’s assertion of direct
dependence can be confirmed as a false positive
since the pertinent references in 1 Peter 2:4-8 are
explicit quotations from the Old Testament (Mar-
car, 2016).

Observations & Analysis: While the model
provided a false positive, the exercise was helpful.
First, the model built a convincing case with several
concrete and sound data points. There are striking
similarities between Matthew 7 and 1 Peter 2:4-8.
Additionally, the model identified the motif of a
rejected stone in both passages. This is the explicit
content of the Psalm 118 citation in 1 Peter 2:7, but
the model detected the same motif in Matthew 7:9.

However, the shared Old Testament tradition
best accounts for these similarities since the stone
motif from Isaiah and Psalms is extensively cited in
the New Testament. This gives warrant to further
research into the potential intertextual link between
the Isaiah and Psalms texts with Matthew 7. The
language model generated valid candidates with
no false positives. The weight of the intertextual
dependence is low, but likelihood of shared depen-
dence with a common pretext is mid to high.

5.3 Probable: Sirach 51 & Matthew 11:25-30

Background: The Wisdom of Ben-Sirach, or Sir-
ach, is a second-century B.C.E. Jewish wisdom
book in the Deutero-canonical (or apocryphal) writ-
ings. Some scholars maintain that Sirach 51 pro-
vides the background to Jesus’ words in Matthew
11:25-30, but it is not a universally affirmed inter-
textual connection (Hagner, 1993). This experi-
ment will confirm whether LLMs can contribute
to a positive case for intertextuality between these
writings.

Candidate Intertextualities: The model listed
several anticipated intertextual links, such as the
theme of revealed wisdom, references to the “yoke”
of wisdom, instruction, and finding rest. These
were valid intertextual candidates and are supported
by prominent commentators (Luz and Crouch,
2001). The most meaningful contribution was re-
lated to the structure of the passages. The model

noted that both passages begin with thanksgiving
and an acknowledgment of God as father (Sirach
51:1, 10; Matthew 11:25-27). It further elaborated
that the rhetorical form consisting of a prayer to
God followed by an exhortation to seek wisdom
was an established pattern in Jewish wisdom liter-
ature. The LLM neither confirmed nor denied a
direct intertextual relationship between the corpus
and query but suggested that the passages draw on
similar rhetorical patterns.

Observations & Analysis: Our interest turned
to the rhetorical form of the passages and where
else this form might occur. When prompted, the
LLM provided examples of biblical and extra-
biblical texts that reflect this pattern and cited rel-
evant existing research. In this way, the model
generated candidate texts for further study. We are
unaware of anyone making this distinction regard-
ing the relationship between Sirach 51 and Matthew
11:25-30. Also, there appears to be no established
nomenclature for this rhetorical phenomenon.

Further research could shed light not only on the
question of intertextuality but also on the literary
unity of Sirach 51. This chapter is composed of
three poems, and the question of its unity and his-
tory of composition is unsettled (Goodman et al.,
2012). The insights of the language model have
revealed a connection between issues of intertextu-
ality, Jewish wisdom rhetoric, and literary compo-
sition, which merits further research.

The language model generated valid candidates
with no false positives and the weight of the inter-
textual dependence is mid.

5.4 Speculative: Romans 3:19-5:11 & Luke
18:9-14

Background: This experiment involves the rela-
tionship of Jesus’ sayings to the teachings of Paul.
Intertextual analysis of Jesus’ sayings and Paul’s
writings has produced fruitful results, leading Wen-
ham (1995), Allison (1982), and others to posit
a close connection between Jesus and Paul. The
parable in Luke 18:9-14 tells us that the sinful tax
collector was “justified” while the Pharisee was not.
Here, Luke uses the verb duxoudew “justify” in a sim-
ilar manner as Paul when he writes of justification
by faith in Romans. The scholarly consensus is that
while there is an overlap of ideas, there is no literary
interdependence between these two texts (Johnson,
1991). We chose these texts to learn whether LLMs
could provide evidence of intertextuality.

The corpus passage, Romans 3:19-5:11, was cho-



Acts 20:17-35

Connection type

Matthew 10:5-42 Connection type

Luke 10:2-12

19, 23 Paul’s recounts his suffer-

ing

Thematic

17-19, 23 Jesus promises suffer-
ing

22-23 Holy Spirit/persecution

Lexical & Thematic

20 Holy Spirit/persecution

23 in every city

Lexical & Thematic

5, 11, 14-15 whatever city you Lexical & Thematic

enter

8, 10, 12 whenever you enter a
city

24 Paul counts his life of no
value

Lexical & Thematic

39 Whoever loses his life finds it

24 testify Lexical 18 testify
25 proclaiming the kingdom Lexical 7 proclaim. .. the kingdom. .. Lexical 9 the kingdom has come
28-29 church as flock Thematic 6 Israel as sheep

29 wolves among sheep

Lexical & Thematic

16 sheep among wolves Lexical & Thematic

3 sheep among wolves

33 silver, gold, apparel Lexical & Thematic 9-10 gold, silver... two tunics Thematic 4 moneybag, knapsack, sandals
35 Paul’s hard work Thematic 10 worker worthy of food Thematic 7 worker worthy of wages

35 help the weak dodevoivtwy Lexical 8 heal the sick dolevolvrag Lexical 9 heal the sick dodevolvtac
35 more blessed to give than to Lexical 8 freely you have received, freely

receive

give

Table 3: Candidate Intertextualities for Acts 20:17-35 to Matthew 10:5-42 and Luke 10:2-12 to Matthew 10:5-42

sen based on the distribution of the word duxoudw in
Romans. The word occurs 15 times in Romans; the
selected portion contains nine occurrences. When
we asked the model to narrow the corpus passage
to the most concentrated section of potential inter-
textual connections, it identified Romans 3:21-4:8
as the portion with the highest density and differen-
tiated it from the subsequent paragraph about Abra-
ham. Seven of the nine occurrences of dtxoudw in
the original corpus occur within the narrowed cor-
pus. By narrowing the corpus, the LLM conducted
what Guthrie (1993) calls "cohesion shift analysis"
which detects shifts in "cohesion fields" usually
around paragraph breaks.

Candidate Intertextualities: The LLM picked
up on the repeated key terms Owaudw “justify”
and auopTwAog “sinner” as well as their cognate
noun forms dixatocVvn “righteousness/justice” and
apoptio “sin” which occur frequently in the corpus.
The LLM made loose thematic connections as well,
such as the central role faith plays in both passages
(although the Greek word nioTic is not used in
Luke 18:9-14). The model rightly noted that both
passages feature righteousness apart from works or
boasting. The Pharisee in Luke 18:9-14 illustrates
the concept which is explicit in Romans 3:21-4:8.

The LLM rightly notes the occurrence of a rare
word in both passages. In Romans 3:25, Christ is
a aotrplov “propitiation” for sin, and in Luke
18:13, the tax collector asks God to iAdodntl “pro-
pitiate” him, the sinner (quaptwAog). The words
are cognates: a noun in Romans and a verb in Luke.
Both words only occur twice in the New Testament
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(the other occurrences are in the Epistle to the He-
brews). The LLM curiously cited references to
Abraham as an intertextual candidate, while there
is no reference to Abraham in Luke 18:9-14.

We then asked the LLM to locate potential in-
tertextual references to Romans 3:21-4:8 in the
preceding and subsequent pericopes. Using Luke
18:1-8 as the new query, the LLM found two lex-
ical correspondences. The use of the word nticTic
“faith” in Luke 18:8 and two cognate words with
Oon6w/0uxanocvr), Exdixncdv meaning ‘“‘grant
justice” and &dixioc which describes the “unrigh-
teous” judge.

Next, we asked the LLM to analyze Luke 18:15-
27, which follows the original query passage. It
provided three meaningful connections. It juxta-
posed the emphasis on righteousness apart from
the law in Romans to the focus on keeping the
law in Luke 18:20-21. The LLM also noted the
correspondence between the righteousness of God
in Romans and the statement in Luke 18:19 that
“none is good except God alone.” The LLM corre-
lated the statement in Luke 18:27 that nothing is
impossible with God with the claim in Romans 4:5
that God justifies the ungodly, which is impossible
with man.

Observations & Analysis:

While this exercise did not yield groundbreak-
ing insights, the LLM provided valuable analysis
of the passages in question and handled multiple
queries well. When asked to evaluate the three
queries in terms of their relatedness to the corpus,
the model identified the original query as the most



related. However, at no point did the LLM assert
direct literary dependence between the corpus and
queries.

The language model generated valid candidates
with one false positive and the weight of the inter-
textual dependence is low to mid.

5.5 Hypothesis: Matthew 10:5-42, Acts
20:17-35, & Luke 10:2-12

Background: The rationale behind this exercise
is exploratory. While working on another project,
we found a journal article that noted similarities
between Paul’s farewell discourse in Acts 20:17-35
and Jesus’ commissioning of the disciples (Brown,
1963). Upon analyzing the passages, we suspected
direct literary dependence between Matthew 10:5-
42 and Acts 20:17-35 though no known scholarship
explores intertextual connections between these
passages. Since the passages in Matthew and Luke
are parallel passages, we ran both against Acts
20:17-35 to see which had the strongest connec-
tions. Interestingly, Acts 20:17-35 and Luke 10:2-
12 do not appear to have as strong of an intertextual
dependence even though they share an author.

Observations & Analysis: While the model ac-
knowledged the possibility of literary dependence
with both, it cited six intertextualities with Luke
and twelve with Matthew. This is mainly due to
Matthew’s expanded version of the missionary dis-
course. Matthew’s version contains unique mate-
rial not included in Luke but alluded to in the Acts
discourse. This is a remarkable observation con-
sidering that Luke and Acts have the same author,
and Luke’s version of the missionary discourse
omits much of the Matthean material present in
Acts 20:17-35.

When using Acts 20:17-35 as the query passage,
the LLM provided several parallels and concluded
that the passage was dependent on the Matthew pas-
sage. However, we continued submitting prompts
and encountered false information and non-sequitur
reasoning. We determined that this was due to the
query size. We broke the query passage into smaller
sections and ran each section separately. Reducing
the query size also reduced the number of parallels,
and the LLM did not recognize patterns of literary
dependence when working through the query one
section at a time.

The language model generated over a dozen
valid candidates with some false positives and the
weight of the intertextual dependence is high.
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5.6 Out-of-Sample: Matthew 7 & Fish and
the Tree

Background: This comparison is intended to eval-
uate the LLM’s ability to retrieve intertextualities
when it is guaranteed that the model has no back-
ground information from pre-training on which to
draw intertextual information. A novel, moralistic
story stylized via an LLM was written in Koine
Greek involving a tree and a fish. This story in-
tentionally included motifs and words from the
Matthean passage.

Candidate Intertextualities: The model gen-
erated the following intertextual candidates: the
metaphor of a tree bearing fruit, the word iy90¢
(fish), the thematic similarity between deep roots
and a rock foundation, and the thematic similar-
ity between deep roots of faith and good fruits of
faith. The model generated two false positives by
identifying the words notoudc (river) and dryadoc
(good) as rare words. The word dyaddc occurs 101
times in the New Testament while notapédc occurs
17 times.

Observations & Analysis: The model correctly
identified intertextual similarities even though the
query passage was entirely out of context. This
shows with certainty that LLMs are capable of in-
tertextual candidate retrieval without apriori knowl-
edge.

English Translation of the Parable of the Fish
& the Tree: The river flows through the forest,
and by the river there is a great tree. But the tree
bore good fruit and gave shade to the animals of
the forest. But in the river there is a small fish,
which asks for food every day. And the fish saw
the tree and its fruits falling into the water. And
he ate of the fruit and gave thanks to the tree. But
there was a great flood and the river was flooded.
But the river dragged the fish away from the tree.
And the fish was troubled and afraid, having no
food or shelter. But the tree had deep and strong
roots, and it remained firm in the flood. And when
the water receded, the fish found its way to the tree
again. And they lived in peace, the tree providing
and the fish giving thanks. Likewise we, if we have
a deep root of faith, remain firm in tribulations
and will find the way to God again. Because He
always provides us with His goods according to the
measure of our faith.



6 Results and Observations

The LLM successfully identified lexical correspon-
dences by detecting common words and analyz-
ing morphological data in verbal forms, including
tense, mood, voice, person, and number. It also
provided keyword statistics, sometimes identify-
ing rare words and the number of occurrences in
the New Testament. The model identified direct
quotes, even when the quoted form was adapted
or paraphrased. It made an important distinction
between direct quotes and verbatim citations. Dis-
cerning a direct quote not in verbatim form shows
advanced language processing capability. In addi-
tion to detecting these textual phenomena, the LLM
also identified areas where these features were most
dense within a larger corpus.

In addition to lexical and textual analysis, the
LLM found intertextual relationships through other
modes of analysis. The model performed contex-
tual analysis of the passages. It could differentiate
between the usage of the same word in two differ-
ent contexts. The same word used in a different
context from the corpus text was not afforded the
same weight as a word used in a similar or identical
context. Additionally, the model could detect the-
matic correspondence when no lexical parallel was
present. It also detected shared structural features
that indicate relatedness between texts.

It is worth noting that the level of analysis con-
ducted by the LLLM has great potential beyond in-
tertextual study. The type of structural, lexical, and
morphological analysis modeled here has been pro-
ductively used for discourse analysis (Umphrey,
2022). Like intertextual studies, discourse analysis
suffers from a lack of clear methodological con-
sensus and could benefit from the advancements
offered by LLMs.

6.1 Evidence of Novel Intertextual Work

One concern of this type of experiment is that
the language model would draw from background
knowledge in the training data rather than conduct-
ing novel analyses of the provided texts. On mul-
tiple occasions, the LLM demonstrated the ability
to reason exclusively from provided texts yet draw
from its knowledge bank as necessary. When an-
alyzing the sayings of Jesus in 1 Clement 13, it
acknowledged that some of the sayings were from
outside the corpus text of Matthew 7 but did rec-
ognize the previous chapters of the Sermon on the
Mount as their source (Matthew 5-7). This indi-
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cates that the LLM was doing a closed analysis of
the provided texts. Similarly, the LLM asserted
intertextual dependence between 1 Peter 2:4-8 and
Matthew 7, when the correspondence points are di-
rect quotations from Isaiah and Psalms. The model
reasoned from the provided texts without looking
outside them. This suggests the LLM tended to
limit the scope of consideration, avoiding irrele-
vant retrieval beyond the target passage.

The analysis of Sirach 51 provided what appears
to be a completely novel intertextual observation
regarding the structure of both passages. Further-
more, the intertextual links discovered in the analy-
sis of Acts and Matthew seem to be without prece-
dent in the scholarly literature. These observations
have potential for future research. We are con-
vinced that LLMs have great potential for gener-
ating novel research ideas for biblical intertextual
studies.

Finally, by retrieving intertextual candidates for
an unseen passage, the LLM has shown that it is
able to reason over complex intertextualities with-
out the benefit of pre-trained knowledge.

7 Conclusions

This study demonstrates the potential for using
LLMs to identify and examine intertextual rela-
tionships within biblical texts. By evaluating the
effect of query and corpus length, testing perfor-
mance on passages in Koine Greek, and assessing
the model’s ability to handle various intertextual-
ity scenarios, we have shown that LLMs can be a
valuable tool for biblical scholars. This tool works
exceptionally well when the query is short and the
corpus is between 1 and 3 chapters. By succes-
sive application of the pattern across corpora, this
method can be used to evaluate large bodies of texts
for intertextual connections to a query passage in a
scalable manner.

Our findings suggest that LLMs are capable of
detecting direct quotations, allusions, and echoes
between biblical texts, even when presented in a
non-English language. The LLM successfully iden-
tified lexical correspondences, morphological simi-
larities, direct quotes (even when adapted or para-
phrased), and thematic and structural parallels. It
also demonstrated the ability to narrow down a cor-
pus to the most relevant sections for intertextual
analysis.

Importantly, the LLM exhibited evidence of
novel intertextual work, generating observations



and connections that appear to be unprecedented in
the scholarly literature. This suggests that LLMs
have the potential to uncover new insights and gen-
erate fresh ideas for biblical intertextual studies.

7.1 Future Work

An interesting facet of this paper is the inspiration
from fuzzy neural networks which provided an im-
portant lens. However, an important limitation of
any work that attempts to charactize the intertextual
dependence weight between any pair of passages is
that it will necessarily fail to determine relational
direction since historical information is sparse. So,
future work should simultaneously consider mul-
tiple nodes within the graph to identify the order
of intertextual dependence which finds the most
probable candidate textual chain.

Future work should also investigate the impact
of contextual recall effects like the fan effect ob-
served in some LLMs (Roberts et al., 2024). It may
be that objects or people which appear frequently
in the corpus in varying scenarios may be more
highly impacted by LLM hallucinations leading to
a greater frequency of intertextual false positives.

8 Limitations

There were some limitations in the LLM’s intertex-
tual analysis which must be considered. The model
struggled with long query passages, occasionally
producing errors and non-sequiturs. It also failed
to consider shared pretexts in some cases, asserting
direct dependence between texts when a common
source was more likely. Additionally, the intertex-
tual candidates generated by the LLM sometimes
included false positives or tenuous connections, re-
quiring expert evaluation.

First, the model does not perform well with
long queries. In the experiment with Acts 20 and
Matthew 10, the model produced basic errors such
as identifying words that did not exist and making
non-sequitur judgments. The errors compounded
as more prompts were submitted.

Next, when presented with two similar texts for
analysis, the model may not consider a shared pre-
text, even if one exists. This was the case with
the analysis of Matthew 7 and 1 Peter 2:4-8. The
model asserted direct depenence between the query
and corpus without considering the shared pretexts
in Psalms and Isaiah.

Finally, the candidates generated by Al require
the critical eye of an expert in the field. Of Hays’
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seven criteria for intertextuality used for this pa-
per, the LLM provided results based on volume,
thematic coherence, and sensibility. The LLM did
not evaluate availability, recurrence, historical plau-
sibility, or the history of interpretation. The user
must possess these competencies to properly evalu-
ate generated candidates.
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