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Abstract

This paper concerns the adaptation of two ex-
isting computational measures relating to the
estimation of the literality of expressions to en-
able their use in scenarios where data is scarce,
as is usually the case with historical language
data. Being able to determine an expression’s
literality via statistical means could support a
range of linguistic annotation tasks, such as
those relating to metaphor, metonymy, and id-
iomatic expressions, however making this judg-
ment is especially difficult for modern annota-
tors of historical and ancient texts. Therefore
we re-implement these measures using smaller
corpora and count-based vectors more suited
to these amounts of training data. The adapted
measures are evaluated against an existing data
set of particle verbs annotated with degrees of
literality. The results were inconclusive, yield-
ing low correlations between 0.05 and 0.10
(Spearman’s p). Further work is needed to
determine which measures and types of data
correspond to which aspects of literality.

1 Introduction

Though it is usually taken as a given that an ex-
pression’s ‘literal’ meaning is readily identifiable,
the notion is more ambiguous and complex than it
initially seems. As Lakoff (1986) explains, there
are several different senses that may apply when
we describe something as ‘literal’. When an expres-
sion is used in a literal sense, we might mean that it
is used to mean the thing it usually means, whether
relative to the broader language community or to
a narrower domain-specific lect. Alternatively, we
might mean that the meaning of the whole expres-
sion corresponds to a systematic combination of its
constituent parts, i.e. that the expression’s meaning
is compositional. Or we might be saying something
about what an expression is not doing: It’s not an in-
stance of irony, metonymy, metaphor, or any other
sort of context-dependent extension of its minimal

meaning. Yet generally, in linguistic research, we
tend to regard these as being equivalent.

It makes a difference which definition you
choose and how you regard literality: In Gibbs Jr.
et al. (1993) annotators were presented with an-
notation guidelines highlighting one of Lakoff’s
definitions of literality and asked to judge the lit-
erality of a range of expressions. The result was
that some expressions were judged as having sig-
nificantly different properties, depending on the
literality definition in use.

There are a range of semantic annotation tasks
which, implicitly or explicitly, require the annota-
tor to make a judgment as to the literality of an
expression in a given context: This could be the
case in compositionality annotation of multiword
expressions (MWEs) or the annotation of idioms
or metaphors, which must be distinguished from
what they are not: literal usages.

Yet, when annotators are working with histori-
cal language data, the ambiguity of these distinct
variations of literality, which could otherwise be
mitigated with well-written annotation guidelines,
is coupled with a lack of linguistic intuition, which
is what semantic annotation tasks usually rely on.

In the larger research project in which this pa-
per is situated, it is our aim to develop statistical
measures to estimate the degree of literality of par-
ticular usages of a given expression in order to
support annotators by giving them tools to compen-
sate the lack of linguistic intuitions for historical
language varieties. To this end, here we:

* identify existing measures for estimating the
degree of literal and non-literal language use,

* adapt the relevant measures for use with his-
torical language data, and

* present the results of a comparison with the
original formulation of these measures.
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2 Related Work

The theoretical descriptions of literality outlined
above highlight multiple aspects which character-
ize it: The literal meaning is the one that is con-
ventional or at least typical for that expression, or
its the one that is involved when an expression is
read compositionally, or its the minimal meaning,
which an expression is thought to have devoid of
any context, its context-free interpretation. Previ-
ous approaches have tended to focus either on an
expression’s compositionality or its conventionality
when measuring the degree to which it is literal or
non-literal.

Much of the computational work that deals
with the measurement of degrees of composition-
ality and literality focuses on particular classes of
MWESs. Most commonly these are nominal com-
pounds, as in Schulte im Walde et al. (2013), Weeds
et al. (2017), and Cordeiro et al. (2019), but others
address compositionality in MWEs more broadly,
as in Salehi et al. (2015) or Savary and Cordeiro
(2017). In general, an expression is taken to be com-
positional to a greater degree when the semantics
of the whole are more similar to a systematic com-
bination of the expression’s parts. The composition
function is usually an additive model (Mitchell and
Lapata, 2008), which assigns a weight to each vec-
tor before adding them together. This approach
to compositionality requires a representation for
both the expression as a whole as well as for the
parts individually, so it tends to work best with a
fixed inventory of expressions to be analysed, since
you need to know which expressions to combine
before training a semantic representation ahead of
time. Since our data set doesn’t concern a fixed
set of expressions, we plan to address the aspect of
compositionality in future work.

There are a range of studies which deal with the
annotation and classification of figurative language
which are also relevant, such as those concerning
metaphor, metonymy, irony, and idioms. In all of
these cases, ‘literal’ is defined negatively, as the
class not sought, the normal and default assump-
tion. As such, the features that would characterize
literality are not modelled directly.

The set of studies that come closest to providing
an account of literality itself are those that concern
idiomatic expressions. Many of the features dis-
cussed in these studies reflect the notion that literal
mentions are somehow ‘typical’ of the expression
in question and non-literal mentions are thus ‘atyp-

ical’. They differ in how this typicality is modelled.
Sporleder and Li (2009) use an unsupervised ap-
proach that applies the notion of lexical cohesion,
operationalizing this as the mean similarity of the
terms within a particular window. The candidate
expression is then removed and the cohesion is
calculated without it. When the level of cohesion
increases upon removal of the candidate expression,
it suggests that this is an atypical context for that ex-
pression, and the instance is classified as idiomatic
or non-literal. Ehren (2017) describes an extension
of this approach, which replaces the “normalized
Google distance” of the original, which has a very
low degree of reproducibility, with similarities be-
tween word vectors. This approach forms the basis
for the cohesion measure we employ below.

Socolof et al. (2022) also address the identifica-
tion — or rather the characterization — of idioms:
Their study is more of a characterization because
they consider idioms to exist on a spectrum together
with novel metaphors, collocations, and ordinary
literal language. Thus it isn’t a distinct class as
a classification task would suggest. All of these
expressions can be related to one another along
two orthogonal axes of conventionality and contin-
gency, where conventionality describes the extent
to which words are used in their “usual” or “typical”
sense, and contingency refers to the tendency for
words to be used in a particular, fixed context. The
dimension that broadly differentiates literal and
non-literal usages is that of conventionality. The
conventionality measure that we adapt in this work
stems from this study.

3 Methods

3.1 Evaluation data set

In order to evaluate these measures with regard
to how well they reflect our intuitions as to the
literality of expressions in general, we compare
their output to a modern data set of German par-
ticle verbs (grammatical constructions consisting
of a verb and a separable particle) annotated with
literality ratings on a scale from O ‘literal’ to 5 ‘non-
literal’ (K&per and Schulte im Walde, 2016). We
evaluate against this data set not because of any
interest in particle verbs in particular, but because
it is the only data set we are aware of that con-
tains scalar ratings of literality rather than a binary
classification. The data set consists of German
sentences containing particle verbs, as in exam-
ples (1)—(3), with roughly 50 sentences for each
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one. Since some of the particle verbs were not so
frequent in the corpus from which the sentences
were extracted, some have fewer than 50 sentences,
and we omit those instances with less than 5 sen-
tences, since no reasonable comparison between
the instances is possible in that case. Thus we have
for this study 155 distinct particle verbs, with 6426
sentences total and 41.5 sentences per lemma on
average.

The literality ratings for the examples (1)—(3)
are also given below. We include a clearly literal
instance (1), a clearly non-literal one (2), and one
marginal one (3). Each instance was rated by three
raters, with high correlation between them, raters 1
and 2 Pearson’s p = 0.959, 2 and 3 = 0.943, and
1 and 3 = 0.932, though the corresponding agree-
ment appears moderate with Fleiss’ k = 0.35. In
the original study, these ratings were combined into
two bins, literal and non-literal, with an agreement
of Fleiss” x = 0.70 for this classification-oriented
setting. In examples (1)—(3) we include the ratings
averaged across all three raters.

(1) Dazu untere Aste kriftig abklopfen und
herabfallende Liuse auf einem Stiick Papier
oder Karton auffangen.

“To that end pound heavily on the lower
branches and catch the lice that fall down on
a piece of paper or cardboard.’

0 = literal

(2) Bin ein alter Biicherwurm und hab meine
Spezialadressen abgeklopft.
‘I am an old bookworm and have checked (lit.
knocked on) my special addresses.’
5 = non-literal

(3) Kommerzielle Seiten werden nur in
Ausnahmefillen aufgenommen.
‘Commercial pages will only be taken up in
exceptional cases.’

3.67 = non-literal

We observe that the ratings are strongly biased
towards the extremes of the scale, with 0 and 5
being the most common ratings overall and only
very rare instances of 2 or 3, suggesting that the
intended use in a classification task was part of the
instructions given to annotators.

The data for some lexemes contain very few non-
literal instances, and others are more mixed.

3.2 Adapting literality measures

In this study, we adapt two measures: One,
Ehren (2017), relates to lexical cohesion, is an
embeddings-based version of Sporleder and Li
(2009)’s original version, which relied on “nor-
malized Google distances”. The second, conven-
tionality (Socolof et al., 2022), compares a single
instance of an expression with a set of background
instances, measuring the degree to which this in-
stance deviates from the general tendency of the
background set.

The original formulations rely on resources that
are often available, indeed abundant, for modern
languages, large corpora derived from collections
of unstructured text scraped from the web. The
word2vec vectors used in Ehren (2017) tend to
require about 1 billion tokens before they are of
usable quality (Sahlgren and Lenci, 2016), and
the BERT model used in Socolof et al. (2022)
would have been trained on 4 billion words from
Wikipedia in addition to other sources.

While there are various strategies to be explored
for working with historical language varieties and
small data (see, e.g., Hedderich et al., 2021), two of
these are the use of unsupervised approaches and
the use of techniques that require less data. These
are the two requirements that motivated the choice
of cohesion and conventionality, as unsupervised
measures, in order to model literality, and these
requirements will also act as constraints on the
adaptation of the two chosen measures.

Historical corpora are in general much smaller
than modern corpora, yet they are often more richly
annotated. What are often considered ‘expensive’
resources for modern languages, such as manu-
ally constructed lexica and corpora with rich lin-
guistic annotations, are more attainable than large
amounts of text. Crucially, for historical varieties,
corpora do not tend to grow: the data there is is
what we have. While corpora for language stages
after the widespread adoption of the printing press,
such as the DTA corpus (Berlin-Brandenburgischen
Akademie der Wissenschaften, 2024), spanning the
17th to early 20th centuries, can reach similar sizes
to modern data sets — the complete DTA corpus
contains 370 million tokens — this is not the case
for older data sets. While often the bottleneck is
the transcription and digitization of the manuscript
sources, in other cases, there are simply few extant
manuscripts to be digitized.

As our target historical language variety we con-
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sider Middle High German, for which we consider
two example corpora: the Reference Corpus of
Middle High German (ReM, Roussel et al. (2024))
and the corpus of the Middle High German Concep-
tual Database (MHDBDB, Zeppezauer-Wachauer
(1992)). The former encompasses just over 2 mil-
lion tokens and the latter just over 9 million. How-
ever, our vector representations must be trained
on modern German corpora in order to evaluate
against the annotated data set and in order to en-
able a comparison against the original measures
using pre-trained models. We therefore simulate
the low-data setting of the abovementioned histor-
ical corpora by the use of similarly sized modern
corpora. As a stand-in for ReM, we use the “dev”
and “train” portions of the Hamburg Dependency
Treebank (Foth et al., 2014) at about 2 million to-
kens, and for MHDBDB we use the “2011 mixed”
corpus of 1 million sentences from the Leipzig
Corpora Collection (Goldhahn et al., 2012), which
contains about 7.6 million tokens.

For these amounts of data, neural embeddings
do not tend to provide the best results. Sahlgren
and Lenci (2016) compared a range of different
models of distributional semantics on different
sizes of training corpora, and their study suggests
that a count-based model transformed using PPMI
and SVD could provide the best results with the
amounts of data we have available. Such a model
has a further advantage in that its operation is more
transparent than a prediction-based one. Though,
as the authors note, none of the models do partic-
ularly well in this setting, so it remains to be seen
whether the measures will remain effective with
these inputs.

In order to model a word’s use in a specific con-
text (tokens), in addition to its distribution in the
whole corpus (types), we adopt an approach to
modelling specific usage contexts that is described
in Geeraerts et al. (2023) and which ultimately
goes back to Schiitze (1998). Type vectors are con-
structed from word co-occurrences in the entire
corpus (transformed with PPMI/SVD), then a to-
ken vector is constructed by adding together the
type vectors for all of the context words that occur
in a certain window around the target token to be
represented. In effect, a token is represented as a
set of second-order co-occurrences: Two tokens
are similar when they co-occur with words that
co-occur especially often.

We then implement cohesion and conventional-
ity using either type vectors or token vectors as re-

quired. Cohesion (cf. Ehren, 2017) is defined here
as follows: For each token instance w;, we com-
pare the type vector for w with the type vectors for
all the words in the context of w;, calculating the
mean similarity between all pairs of these vectors
both including and excluding the target expression
w. If the mean similarity is greater without w, then
this reflects lower lexical cohesion, and we expect
it to correlate with less literality for this usage. Our
adaptation of this measure differs from the original
mainly in the embeddings used.

We take conventionality (cf. Socolof et al.,
2022) to be defined as follows: A given word has
a set of instances ¥/, and conventionality is calcu-
lated for a single instance w; by comparison with
the other instances of this word O = W \ w;. po
is the average token vector of the instances in O,
and oo the component-wise standard deviation for
these same instances. The conventionality is then:

Wi — KO

g0 2

This differs from the original formulation in that
the original calculated the deviation of a particular
phrase in which a word occurs versus all the other
phrases in which the word also occurs, but we take
a simplified approach. Since, in our low-data set-
ting, the word in question is unlikely to have the
same context more than once, we compare each
instance against all of the other 49 instances for
each lemma. Note also that the sign is reversed,
since the scale in our evaluation data set uses higher
numbers for less literal usages.'

“

conv(w;) = H

4 Experimental Results

For the 155 lemmas in the annotated data set, we
calculated cohesion and conventionality with each
of the three implementations for each of the ~ 41.5
annotated instances, resulting in 38,556 instances
total. Of these, 1357 instances were omitted, either
because the lemmas do not occur in the background
corpus or because there wasn’t sufficient context
in the test sentence. For the remaining 37,199 com-
binations of sentence, lemma, measure, and imple-
mentation, we averaged the three raters’ judgments
together in order to compare them with the given
value.

For the sake of comparison, we also evaluate
each of these measures in a setting as close as pos-

' All of the code pertaining to these experiments is provided

here under a free software license: https://gitlab.rub.
de/ajroussel/nlp4dh2024.
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sible to the original papers (*_orig). For cohesion,
this means using pre-trained skip-gram word2vec
vectors for the type vectors, and for conventional-
ity, we use a pre-trained German BERT model to
encode each sentence, from which we retrieve a
contextualized representation for each target token
instance.

The results of this comparison can be found in
Table 1, and a visualization of the per-lemma corre-
lations with average human judgments in Figure 1.
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Figure 1: Correlations (Spearman’s p) between models
and human judgments. Each dot represents the correla-
tion for a particular lemma.

Table 1: Overall correlations for each measure and im-
plementation. Impl. = Implementation, Desc. = Descrip-
tion, Coh. = Coherence, Conv. = Conventionality. “hdt”
or “lcc” indicates the corpus used to create the vectors,
and “orig” are the pre-trained vector representations.

Impl. Desc. Coh. Conv.

hdt tSVD,2M  0.072***  0.073***
lcc tSVD, 10M  0.050***  0.052***
orig. w2v/BERT 0.098*** 0.010, ns

5 Discussion and Conclusion

Comparing the values of the two measures in their
various implementations to the human judgments
in the literal/non-literal data set does not appear to
reveal any reliable patterns. Though in some cases
the correlations are technically significant, the ac-
tual level of correlation is too low for either mea-
sure to be trusted in any particular case. The results
suggest that these measures, implemented as de-
scribed above, don’t correspond, in general, to the
notion of literality that the annotators had in mind.
As a result, it is also impossible to say whether

the adaptations of the measure for use with smaller
corpora, such as for historical language varieties,
were appropriate or whether they had any effect on
the usefulness of the measures implemented.

An analysis of the correlations of the various
measures with the judges’ ratings on a per-lemma
basis was likewise inconclusive. As is evident in
Figure 1, the correlations for particular lemmas can
vary quite widely between strongly negative and
positive correlations. We haven’t been able to find
a clear reason for this; there are no apparent ten-
dencies towards higher correlations when a lemma
has a greater proportion of non-literal instances, for
instance.

In future work, we plan to conduct more exten-
sive annotation efforts specifically targeting literal-
ity in order to collect more fine-grained data to use
in future experiments. Ideally, such a data set will
cover not just particle verbs, but all open-class lex-
emes, and we plan to formulate detailed guidelines
that will improve reproducibility and reusability of
the data set.

6 Ethical considerations

Embeddings trained on corpus data scraped from
the web, such as are employed in the comparison
here, are known to have certain biases that could
have had an effect on the outcomes of this study.

7 Limitations

We have characterized both of these measures as
ones of ‘literality’ in general, but it’s still unclear
to what degree (a) each of these individually or
in combination correspond to a recognizable and
coherent concept of literality, and (b) whether the
conception of literality captured in the annotated
data set corresponds to the aspects of literality that
the measures relate to, or whether any apparent
correlation is spurious. This study in its current
form isn’t in a position to address these questions.
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