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Abstract
Classical Chinese poetry has a long history,
dating back to the 11th century BC. By in-
vestigating the sentiment expressed in the po-
etry, we can gain more insights in the emo-
tional life and history development in ancient
Chinese culture. To help improve the senti-
ment analysis performance in the field of clas-
sical Chinese poetry, we propose to utilize the
unique information from the individual short
lines that compose the poem, and introduce a
multi-task framework with hierarchical atten-
tion enhanced with short line sentiment labels.
Specifically, the multi-task framework com-
prises sentiment analysis for both the overall
poem and the short lines, while the hierarchical
attention consists of word- and sentence-level
attention, with the latter enhanced with addi-
tional information from short line sentiments.
Our experimental results showcase that our ap-
proach leveraging more fine-grained informa-
tion from short lines outperforms the state-of-
the-art, achieving an accuracy score of 72.88%
and an F1-macro score of 71.05%.

1 Introduction

Classical Chinese poetry generally refers to Chi-
nese poetry composed in certain traditional forms
and written in classical Chinese, a special terse,
rhythmic and musical version of Chinese that is dif-
ferent from the modern Chinese today and mainly
used in classical literature. As one of the earliest
forms and most important genres of traditional lit-
erature, classical Chinese poetry is a crucial carrier
of the thoughts and emotions of ancient Chinese
literati. 1 In fact, it is widely believed that “emo-
tion” is the essence of classical Chinese literary
culture (Xia, 2021). By investigating the emotion
expression in classical Chinese poetry, we are able
to have a glimpse of the personal and social is-
sues involved in the poetry, through which we can

1https://www.zgbk.com/ecph/words?SiteID=1&ID=
389600&Type=bkztb&SubID=683

Figure 1: Pronoun changes from ancient Chinese to
modern Chinese.

gain more insights into the ancient Chinese culture
(Hou and Frank, 2015; Wei et al., 2020; Zhang
et al., 2023).

However, compared with the study of emotion
in other text genres we encounter in modern life,
such as news articles (Nemes and Kiss, 2021) and
reviews (Yi and Liu, 2020), there is less research
on poetry (Ahmad et al., 2020a), not to mention on
classical Chinese poetry (Tang et al., 2020). Ac-
tually, it is more challenging to process ancient
Chinese texts than modern Chinese text. On the
one hand, the classical Chinese has some old vo-
cabulary and phrases that have been replaced or
fallen out of usage in modern Chinese. For instance,
the pronouns in ancient Chinese are quite different
from those in modern Chinese, as shown in Fig-
ure 1. On the other hand, the grammar of ancient
Chinese is more concise and flexible compared to
modern Chinese. As for classical Chinese poetry,
it is considered as a more complicated synthesis of
imagery and symbolism, allusions, quotations and
derivation, and antithesis (Liu, 2022). All these
factors make it a difficult task to conduct sentiment
analysis in classical Chinese poetry.

To analyse sentiment in classical Chinese po-
etry, previous studies have explored different meth-
ods, for example, constructing sentiment lexicons
(Hou and Frank, 2015; Zhang et al., 2023), trans-
ferring knowledge from modern Chinese (Zhao
et al., 2014), or extracting imagery words (Shen
et al., 2019; Su et al., 2023). Although these stud-
ies improved the general performance for the task

https://www.zgbk.com/ecph/words?SiteID=1&ID=389600&Type=bkztb&SubID=683
https://www.zgbk.com/ecph/words?SiteID=1&ID=389600&Type=bkztb&SubID=683
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of sentiment analysis in classical Chinese poetry,
by utilizing special words in the poems or draw-
ing upon knowledge beyond the poems, they did
not consider the compositional structure of the po-
ems. Usually, a classical Chinese poem comprises
several short lines, which may show different emo-
tions, and in return, contribute to the overall emo-
tion expression of the poem. Thus in this paper,
for the task of sentiment analysis of classical Chi-
nese poetry, we propose to take the sentiment of
short lines into consideration by using a multi-task
framework with a hierarchical attention network,
which includes the sentiment analysis task of both
the overall poem and the short lines of which the
poem is comprised. We will show that, by leverag-
ing the sentiment information from the short lines,
we can outperform the current state-of-the-art in
sentiment analysis of ancient Chinese poetry.

2 Related Work

2.1 Sentiment analysis for computational
poetry studies

Sentiment analysis using computational method-
ologies is receiving increasing attention in literary
studies (Kim and Klinger, 2021). In 2012, Kao and
Jurafsky applied sentiment lexicons to investigate
whether the affect expressed in a poem makes it
more beautiful or not. Later, Delmonte et al. (2013)
introduced the SPARSAR system for the syntactic,
semantic and prosodic analysis of poetry, which
also includes a sentiment analysis module. In the
comparison of formal and informal texts, Kaur and
Saini (2014) found that taking into account genre-
specific features helped to improve sentiment analy-
sis performance on formal texts (including poetry).
More recently, the advantages of machine learning
further promoted the task of sentiment analysis in
poetry. Promrit and Waijanya (2017) used Con-
volutional Neural Networks (CNNs) for category
classification and sentiment analysis for Thai po-
ems. Ahmad et al. (2020b) proposed an attention-
based C-BiLSTM model to classify poetry texts
into different emotional states, while Rajan and
Salgaonkar (2020) employed a Naïve Bayes clas-
sifier on Konkani Poetry. Similar researches were
also carried out on classical Chinese poetry (Tang
et al., 2020), Punjabi poetry (Kaur and Saini, 2020)
and Latin poetry (Sprugnoli et al., 2022).

2.2 Sentiment analysis for classical Chinese
poetry

Although classifying the sentiment in classical Chi-
nese poetry helps to investigate the ancient cultural
and emotional life, this task is not as popular as
in texts of other fields. Most studies in this field
focus on the poems from the Tang Dynasty, which
is believed to be the Gold Age of poetry, with over
50,000 poems created and surviving to this day.2

On the basis of the Complete Anthology of Tang
Poetry, Hou and Frank (2015) proposed a novel
graph-based method to create a sentiment lexicon
for classical Chinese poetry, with which they ana-
lyzed the association of sentiments with different
poets and a variety of topics. To take full advantage
of deep learning and linguistic knowledge, Zhang
et al. (2023) combined supervised sentiment term
extraction and classification to incorporate linguis-
tic knowledge into deep learning models for the
task of sentiment lexicon construction.

Besides the construction of sentiment lexicons,
scholars also investigated extracting more infor-
mation from the poems. Li and Li (2018) intro-
duced the Frequent Pattern Growth Algorithm with
the Term Frequency-Inverse Document Frequency
to capture the hidden relationships between each
word. (Shen et al., 2019) explored ways to extract
sentimental imageries at the levels of both charac-
ter and word and integrated this information in the
task of sentiment analysis. To utilize the imagery
words, Su et al. (2023) introduced related visual
modality information and obtained better perfor-
mance in sentiment analysis of classical Chinese
poetry.

In addition to the information present in clas-
sical Chinese poetry, some scholars also tried to
incorporate external knowledge into the task of sen-
timent analysis. Zhao et al. (2014) introduced the
modern translations of ancient texts and transferred
this knowledge in the translation to the classical
Chinese poems. Liu et al. (2020) incorporated the
knowledge of classical Chinese poetry from appre-
ciation/translation annotations into the knowledge
graph construction.

Furthermore, more recently, the development of
large language models also aided in the promotion
of research on classical Chinese literature. In 2021,
Tian et al. released AnchiBERT, a pre-trained lan-
guage model based on the architecture of BERT

2https://www.zgbk.com/ecph/words?SiteID=1&ID=
272482&Type=bkdzb&SubID=808

https://www.zgbk.com/ecph/words?SiteID=1&ID=272482&Type=bkdzb&SubID=808
https://www.zgbk.com/ecph/words?SiteID=1&ID=272482&Type=bkdzb&SubID=808


115

and trained on large-scale ancient Chinese corpora.
Then, based on BERT-base-Chinese from Google 3

and Chinese-BERT-wwm (Cui et al., 2021), Wang
et al. (2022) designed the pre-trained model Siku-
BERT and SikuRoBERTa specifically for ancient
Chinese. There are also other similar models for an-
cient Chinese, e.g., BERT-ancient-Chinese (Wang
and Ren, 2022), GuwenBERT, 4 GujiBERT (Wang
et al., 2023), and BERT_CCPoem, 5 which is par-
ticularly designed for classical Chinese poetry.

2.3 Sentiment analysis with multi-task
learning and a hierarchical attention
network

Traditional sentiment analysis is approached as an
independent single task, but recent research has
shown that it can also be considered as one of
the sub-tasks in multi-task learning. Balikas et al.
(2017) incorporated two sentiment analysis tasks
(one with a 3-category label set and the other with a
more fine-grained 5-category label set) into a multi-
task model and demonstrated benefits by jointly
learning the two sub-tasks for tweets. Aspect-based
sentiment analysis is also a field where it is a com-
mon practice to simultaneously model the aspect
term extraction and the corresponding sentiment
classification (He et al., 2019; Zhao et al., 2023;
Wu et al., 2023; Rani and Jain, 2024). Scholars
also investigated combining with sentiment anal-
ysis other emotion-related tasks, e.g., complaint
identification (Singh et al., 2022) and sarcasm de-
tection (Tan et al., 2023). Chauhan et al. (2020)
even proposed an all-in-one multi-task framework
that incorporates five sub-tasks, including humour,
sarcasm, offensive content, motivational content
detection and sentiment analysis.

Following the “Attention is all you need" credo
from Vaswani et al. (2017), the attention mecha-
nism has been investigated in many variants and
the hierarchical attention network (HAN) (Yang
et al., 2016) is one of them. HAN contains the
attention mechanisms at different levels, such as
the word-level and sentence-level, capturing im-
portant words/sentences in the task context. It has
been shown that HAN performs well with long-
sequence information, especially when the infor-
mation is ordered in a certain structure, for exam-
ple in document-level classification (Pappas and
Popescu-Belis, 2017) and translation (Werlen et al.,

3https://huggingface.co/google-bert/bert-base-chinese
4https://github.com/ethan-yt/guwenbert
5https://github.com/THUNLP-AIPoet/BERT-CCPoem

Figure 2: Sentiment label distribution in FSPC, with
negative and positive abbreviated as neg. and pos. re-
spectively.

2018). HAN is also applied in sentiment-related
tasks. Cheng et al. (2017), for example, designed a
network with aspect attention and sentiment atten-
tion for aspect-level sentiment analysis. Mirroring
the structure of the social media content, Cheng
et al. (2019) proposed a network with HAN for
cyberbullying detection on Instagram. HAN is also
used to detect depression from transcripted clinical
interviews (Mallol-Ragolta et al., 2019). More re-
cently, Chanaa et al. (2021) exploited HAN for the
task of E-learning text sentiment classification.

As mentioned above, previous studies suggest
that multi-tasking helps to improve the perfor-
mance of sentiment analysis, but there is little
such research in the field of classical Chinese po-
etry, which is mainly investigated by constructing
auxiliary lexicons or by fusing knowledge from
sources beyond the poetry. On the other hand,
as classical Chinese poetry is highly structured
and information-condensed, we hypothesize it is
promising to apply HAN for sentiment analysis of
this special genre, which has never been done be-
fore. In this paper, we aim to utilize the sentiment
knowledge of the short lines to help predict the
overall sentiment of the poetry with a HAN-based
multi-task framework.

3 Dataset

Building a classical Chinese poetry corpus for sen-
timent analysis is not trivial, since full comprehen-
sion of the poems is one of the most important
preconditions for sentiment labelling, which sets
high expectations for annotators. Thanks to the
work of Chen et al. (2019), we now have a fine-
grained sentimental poetry corpus (FSPC), which
we are going to utilize in our experiments.

FSPC is composed of 5,000 classical Chinese
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Figure 3: An example of the different sentiment labels
at the line level and the overall sentiment of a given
poem. Note that the English translation comes from
ChatGPT and works only as reference.

poems. Each poem and each line in the poem are
manually annotated by experts in Chinese litera-
ture with five classes, ranging from negative and
implicit negative, over neutral, and to implicit posi-
tive and positive, as shown in Figure 2. Compared
with negative and positive, implicit sentiments re-
fer to the emotions that are suggested or hinted at
but not directly stated. Due to the unbalanced la-
bel distribution, the implicit sentiments are merged
into negative or positive, respectively, in later ex-
periments. It should also be noted that the senti-
ment of each line can be different from each other,
as shown in Figure 3, with the sentiment of the
first line being neutral or implicit while the last
line is often aligned with the overall sentiment of
the poem (Chen et al., 2019). This suggests each
line of the poem may have a varied contribution
to the holistic sentiment of the whole poem, and
it would be beneficial if we take into considera-
tion the unique sentiment label of each line in the
sentiment analysis of the whole poem.

4 Method

To investigate whether the task of sentiment analy-
sis for the whole poem can benefit from the intro-
duction of short line information, we use a frame-
work that fine-tunes a pre-trained model with labels
of both the lines and the overall poem, as shown in
Figure 4.

Data pre-processing Each poem consists of 4
lines, and along with the poem, sentiment labels
of both the lines and the overall poem are used for
the pre-trained model fine-tuning. The use of “|” as
separators between short lines in FSPC makes it
easy to identify the line border.

Figure 4: Framework to fine-tune the pre-trained model
to predict labels of individual lines and the overall poem.

Feature extraction and fine-tuning The pre-
trained model is used both in the feature extrac-
tion and fine-tuning stage. In the former case, the
architecture of the pre-trained model is preserved,
taking in the texts and outputting the feature vec-
tors for the next stage. In the fine-tuning stage, two
linear transformation layers are added at the end of
the pre-trained model as classifiers for sentiment in
the short lines and the overall poem, respectively.
Both classifier 1 and classifier 2 use word-level at-
tention, and sentence-level attention is also applied
in classifier 2. For both the lines and the overall
poem, the cross-entropy loss between the predicted
logits and the true labels is calculated. The two
loss values are then added to get a combined loss,
based on which backpropagation is performed to
compute gradients for model parameter updates.

It should be noted that for the short lines, each of
them is independently encoded, and the encoding
of the whole poem and the short lines are conducted
separately.

Enhanced sentence-level attention To exploit
the short line label information in the sentiment
prediction task of the overall poem, additional in-
formation derived from the line labels is integrated
into the sentence-level attention scores.

Output evaluation For the evaluation of the
model predictions, both accuracy and F1-macro
score are applied. Accuracy is one of the most intu-
itive performance evaluation metrics, but it may be
misleading due to its sensitivity to class imbalance,
which is why we also report the F1-macro score.

5 Experiment and Results

5.1 Experimental set-up

To evaluate the influence of sentiment analysis for
short lines as a sub-task in the multi-task frame-
work, we take the single task of sentiment analysis
for the overall poems as the baseline.
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We choose the dataset FSPC in our experiments.
Considering the imbalanced distribution of the orig-
inal five category labels, as shown in Figure 2, we
merge the label implicit negative into negative, and
implicit positive into positive. As the prediction
difficulty of each poem may vary, ten-fold cross-
validation (Kohavi, 1995) is applied in the exper-
iment, providing a more reliable estimate of the
model’s performance compared to a single train-
test split. The results reported later are the average
results of the ten folds.

We designed two experiments: experiment 1
compares the influence of the framework complex-
ity on the model prediction, while experiment 2
compares the performance of frameworks based on
different pre-trained models.

Experiment 1 In this experiment, two modes are
designed with the pre-trained model SikuBERT,
namely the multi-task mode and the single-task
mode, with the latter including only the sentiment
analysis task of the overall poem, used for the abla-
tion study. For the multi-task mode, HAN is added
and then additional information from the short line
labels is combined with HAN to the network. It
is expected that HAN is able to better capture the
hierarchical structure of classical Chinese poetry.

Experiment 2 Apart from SikuBERT, we also in-
vestigated other pre-traind models, i.e. BERT-base-
Chinese, SikuRoberta, BERT-ancient-Chinese and
BERT_CCPoem within the best framework from
Experiment 1.

Hyperparameters For a fair comparison, all ex-
periments are performed with the same dataset and
hyperparameter settings. The optimizer is AdamW,
with a learning rate of 1e-6. The epoch is set to 10
in experiment 1 and 20 in experiment 2, while the
batch size is always set to 8. The mechanism of
early stopping is applied in the experiment and the
monitor is set as evaluation loss while the patience
is set to 3. It should be noted that in both experi-
ment 1 and 2, the early stopping is always triggered
before the training reaches the epoch limit.

5.2 Experimental results

Benchmark To the best of our knowledge, there
are recently 2 published studies on 3-class senti-
ment prediction with FSPC, evaluated with accu-
racy or F1 scores, and the best model achieved
an F1-macro score of 64.8%, as shown in Table
1. Zhang et al. (2022) proposed to extract word

Studies Acc F1
Zhang et al. (2022) NA 64.38
Hong et al. (2023) 67.10 64.80

Table 1: Benchmark results on the sentiment analysis
task trained and evaluated with the FSPC dataset only.

Method Acc F1
single-task 69.00 66.27
multi-task 69.32 66.50
multi-task + HAN 70.06 67.49
multi-task + HAN + line label 70.96 68.51

Table 2: Accuracy and F1-macro scores on the overall
poem sentiment analysis task on the FSPC dataset based
on the SikuBERT pre-trained model.

vectors with two pre-trained models separately and
then fuse them to enrich text vector information,
while Hong et al. (2023) built a hybrid corpus of
classical Chinese poetry with its modern Chinese
translation, on the basis of which they fine-tuned a
ChineseBERT model (Sun et al., 2021). Both these
studies experimented with overall poem sentiment
only.

Experiment 1 As shown in Table 2, the senti-
ment analysis performance improves with the in-
crease in model complexity. To start with, the ac-
curacy and F1-macro of the single-task model are
69.00% and 66.27% respectively, which already
outperforms previous models in Table 1, which sug-
gests the advantage of pre-trained models specifi-
cally designed for ancient Chinese, as the studies of
both Zhang et al. (2022) and Hong et al. (2023) are
based on pre-trained models for modern Chinese
only.

Compared with the single-task model, the multi-
task model achieves slightly higher scores in both
accuracy (+0.32%) and F1 (+0.23%), suggesting
the positive influence of the additional short line in-
formation on the performance of the overall poem
sentiment prediction. Moreover, when the HAN
is applied to the framework, a more noticeable im-
provement is witnessed, with an increase of 0.74%
in accuracy and 0.99% in macro F1, indicating the
advantage of HAN in dealing with structured texts.
Furthermore, the introduction of short line labels
has a positive influence on the model performance,
reaching an accuracy score of 70.96% and an F1-
macro score of 68.51%. We could thus conclude
that leveraging both the poem structure and the
fine-grained sentiment information at the line level
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Method Acc F1
BERT_CCPoem 67.54 65.24
BERT-base-Chinese 69.60 67.33
BERT-ancient-Chinese 70.28 68.31
SikuBERT 70.96 68.51
SikuRoBERTa 72.88 71.05

Table 3: Accuracy and F1-macro scores of the overall
poem sentiment analysis task using different pre-trained
models in combination with the best framework in Ex-
periment 1 (multi-task+HAN+line label).

is advantageous for sentiment classification of the
classical Chinese poems.

Experiment 2 Results of other pre-trained mod-
els with the best framework in Experiment 1 are
shown in Table 3. The F1-macro scores range from
65.24% to 71.05%, the latter being obtained by
SikuRoBERTa.

BERT-base-Chinese is the only model that is
not pre-trained specifically for ancient Chinese.
Considering the difference between ancient Chi-
nese and modern Chinese, it is not surprising that
BERT-base-Chinese does not perform better with
classical Chinese poems than most of the other
models, except the model BERT_CCPoem. Al-
though BERT_CCPoem is the only model pre-
trained specifically for Chinese ancient poems in
the experiments, it shows worse accuracy and
macro F1-scores compared to the other models.
One possible reason could be that the training data
of BERT_CCPoem is limited to poems, resulting
in a smaller vocabulary of 11,809, while other mod-
els, such as BERT-base-Chinese and BERT-ancient-
Chinese have a larger vocabulary of 21,128 and
38,208 respectively.

The SikuRoBERTa-based model within the pro-
posed framework (multi-task+HAN+line label) in
our experiments achieves the best performance,
with an accuracy of 72.88% and an F1-macro
score of 71.05%, outperforming previous studies,
as shown in Table 1.

6 Prediction Analysis

With the ten-fold cross-validation in Experiment
2, we obtained predictions for all 5,000 poems
using the SikuRoBERTa model in the multi-task
framework with line-label-enhanced hierarchical
attention, as shown in Figure 5.

First of all, it is clear that the model performs
better with poems with clear sentiment polarities,

Figure 5: Sentiment prediction distribution of
SikuRoBERTa-based multi-task framework with en-
hanced hierarchical attention. The X-axis represents
the predicted labels, while the Y-axis stands for the true
labels

i.e., negative and positive, reaching an accuracy of
around 80%, while the model has only fair predic-
tions with neutral poems, with an accuracy of about
52%. For the negative and positive poems, more
wrong predictions are distributed on their nearest
sentiment neighbour, i.e., neutral, rather than the
far/opposite sentiment neighbours, i.e., positive and
negative respectively, suggesting the model’s abil-
ity to differentiate between positive and negative
poems.

As for the neutral poems, the model achieves
an accuracy of 52.03%, which is far less than the
performance with negative and positive poems, in-
dicating that differentiating between neutral and im-
plicit sentiment is still challenging. Although only
about half are correctly predicted, around one-third
of the wrong predictions are predicted as negative
and the rest as positive, with the latter outnumber-
ing and even doubling the former, indicating that
the model tends to have more non-negative predic-
tions on neutral poems. To gain more insights into
this tendency, we further investigated the short line
labels of 194 false negative poems and 443 false
positive poems which are labelled as neutral by the
annotators as shown in Figure 5. For both the false
negative and false positive groups of poems, we
plotted the sentiment label distribution of each line
group (i.e. all first lines are joined into one group,
the same holds for the second lines, etc.), and the
results are shown in Figure 6 and 7.

As shown in Figure 6, for the 194 neutral po-
ems that are predicted as negative by the model,
line 1 and line 2 seem to hold sentiment labels that
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Figure 6: True sentiment label distribution across short
lines in 194 neutral poems that are predicted as negative.

Figure 7: True sentiment label distribution across short
lines in 443 neutral poems that are predicted as positive.

contain almost equal percentages of negative and
positive labels. In line 3, however, there is more
negative sentiment labelled than positive and this
tendency continues in line 4, where the negative
sentiment reaches 41.75%, which is more than four
times of the number of positive annotations. On
the other hand, as shown in Figure 7, when we
consider the sentiment annotations at the line level
of the 443 neutral poems that were predicted as
positive by the model, we see an opposite tendency
with always more positive sentiment labels than
negative ones. Based on the sentiment distribution
across short lines, we hypothesize that although the
model fails to make correct predictions for about
half of the neutral poems, it still senses the more
implicit sentiment polarities in the poems, leading
to negative predictions for the more negative po-
ems and positive predictions for the more positive
poems.

Moreover, we also investigate specific poems
where there is a significant difference between the
true labels and the predictions. By significant dif-
ference, we refer to the cases where the poem is
classified with the complete opposite polarity of
its labeled polarity, e.g. the overall sentiment of

Figure 8: Comparison of the true labels and predictions
of one poem. Note that the English translation comes
from ChatGPT and works only as reference.

the poem is predicted as positive while the true
label is negative, or vice versa. Of the 5,000 po-
ems, there were in total 144 poems classified with
this opposite polarity, and we found that this op-
posite polarity labelling happens both at the line
level and the poem level. Figure 8 shows an exam-
ple poem with its manual annotations and model
predictions for the short lines and the overall poem.
For the short lines, the model predicted positive
instead of neutral for the first and the third lines,
and predicted neutral instead of negative for the last
line, generally upgrading the short line sentiment
toward the polarity of positive, which might lead
to the positive overall prediction. However, if con-
textual or topic information of the poem, which is
“farewell”, would be provided, and if the model
learns from other poems that “farewell” is usu-
ally related to negative emotions, the possibility
of the model predicting this poem as overall nega-
tive would increase.

7 Conclusion

In this paper, we introduced a multi-task frame-
work with enhanced hierarchical attention for sen-
timent analysis on classical Chinese poetry. This
multi-task framework consists of two sub-tasks, the
sub-task of sentiment analysis on the short lines in
the poem, and the sub-task of sentiment analysis
on the overall poem. For the latter task, a hierar-
chical attention network composed of word- and
sentence-level attention was applied. Furthermore,
to further utilize the information from short lines,
additional information from short line sentiment
was introduced to the sentence-level attention.

Experiments on the FSPC dataset show that our
framework, compared with the single-task setup
and based on the pre-trained model SikuBERT,
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yields a increase of macro F1 from 66.27% to
68.51%. We also experimented with other pre-
trained models, and the best performance is demon-
strated by SikuRoBERTa, with an accuracy of
72.88% and an F1-macro of 71.05%, thus largely
outperforming the state-of-the-art with an increase
5.78% in accuracy and 6.25% in F1-macro score
(Hong et al., 2023).

We also investigated the SikuRoBERTa-based
model predictions in more detail. We found that
the model achieves an accuracy of about 80% with
negative and positive poems, but only an accuracy
of around 50% with neutral poems, which might
be related to the “implicit emotion” writing style
favoured in classical Chinese poems. Moreover, a
further look at the predictions on the neutral poems
suggested that the incorrect predictions are subtly
aligned with the more prominent positive or nega-
tive sentiment polarities in the short lines, which
indicates that regardless of the incorrect predic-
tions on the neutral poems, the model still senses
whether the poems are more positive or negative.

8 Future Work

The multi-task framework proposed in this paper
has demonstrated potential in the task of senti-
ment analysis on classical Chinese poetry. It would
also be interesting to introduce the task of emotion
recognition in the framework, although this might
require more annotations. Moreover, as the intro-
duction of short line labels helps to improve the
model performance, it is also promising to include
additional information, such as the background or
the topic of the poem to make more accurate predic-
tions. We will also investigate how these different
types of information can be optimally fused.

9 Limitation

In the experiment of this paper, the results are lim-
ited to the dataset FSPC which contains 5000 in-
stances. A larger dataset would help to produce a
stronger statement.
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