
Proceedings of the Natural Legal Language Processing Workshop 2024, pages 33–41
November 16, 2024 ©2024 Association for Computational Linguistics

Enhancing Legal Expertise in Large Language Models through Composite
Model Integration: The Development and Evaluation of Law-Neo

Zhihao Liu1, Yanzhen Zhu1, Mengyuan Lu1,

1Shandong University of Finance and Economics,
Correspondence: 202116440220@mail.sdufe.edu.cn

Abstract
Although large language models (LLMs) like
ChatGPT (OpenAI et al., 2024) have demon-
strated considerable capabilities in general do-
mains, they often lack proficiency in special-
ized fields. Enhancing a model’s performance
in a specific domain, such as law, while main-
taining low costs, has been a significant chal-
lenge. Existing methods, such as fine-tuning or
building mixture of experts (MoE) models, of-
ten struggle to balance model parameters, train-
ing costs, and domain-specific performance. In-
spired by composition to augment language
models (Bansal et al., 2024), we have devel-
oped Law-Neo, a novel model designed to en-
hance legal LLMs. This model significantly
improves the model’s legal domain expertise at
minimal training costs, while retaining the log-
ical capabilities of a large-scale anchor model.
Our Law-Neo model outperformed other mod-
els in comprehensive experiments on multiple
legal task benchmarks, demonstrating the effec-
tiveness of this approach.

1 Introduction

Large Language Models (LLMs) have shown sig-
nificant capabilities, including commonsense and
factual reasoning, world knowledge, and language
generation. These abilities have been validated
across various scientific fields such as finance, bio-
chemistry, and medicine (Chen et al., 2023; Ren
et al., 2023; Ferruz et al., 2022; Thirunavukarasu
et al., 2023; Fan et al., 2024). However, the training
cost escalates as the number of parameters in LLM
increases when enhancing model’s domain-specific
capabilities. This cost barrier is a significant chal-
lenge in developing domain-specific LLMs, such
as those for the legal field.

To address these challenges, we propose the de-
velopment of a comprehensive LLM-based legal
assistance system.

Main Contributions In this paper, we present
Law-Neo, a legal domain model trained at a rel-

Figure 1: Architecture of Law-Neo. The Qwen2-72B-
Chat model is enhanced with legal domain knowledge
from Qwen2-7B (Legal) by sharing layer parameters.
Both models remain unchanged during the compos-
ite training process, with a few additional parameters
learned over their layer representations.

atively low cost while achieving satisfactory per-
formance. This was accomplished by augmenting
the Qwen2-72B-Chat model with a legal domain-
specific model based on Qwen2-7B. We describe
the training process of this composite model, which
integrates multiple sub-models, each requiring dif-
ferent capability enhancements.

Our results on the Unified Qualification Exam
for Legal Professionals and various downstream
task benchmarks indicate that Law-Neo outper-
forms existing methods in several aspects. Qualita-
tive analysis demonstrates that Law-Neo surpasses
GPT-4 by 23 points in scoring on the Unified Qual-
ification Exam for Legal Professionals, showcasing
its robust legal consultation capabilities.

The data and training code used in this work
are publicly available at https://github.com/
SkyFlap/Law-Neo.

2 Related Work

Since the development of BERT (Devlin et al.,
2019), significant efforts have been made to create
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language models (LMs) specifically tailored for the
legal domain. Initially, these models were small
and followed the paradigm of pre-training followed
by downstream task fine-tuning. Recent advance-
ments have seen an increase in model size and the
introduction of instruction fine-tuning, with evalua-
tions extending across a broader spectrum of legal
tasks. Most existing legal LLMs are text-based,
with a focus on Chinese, English, or multi-language
support (Chen et al., 2024).

2.1 Pre-Trained and Fine-Tuned PLMs
LegalBERT (Chalkidis, 2023) represents an early
endeavor to develop pre-trained language models
(PLMs) for legal tasks such as legal text classifica-
tion (LTC). This model underwent additional pre-
training on legal corpora and was subsequently fine-
tuned with task-specific data. Lawformer (Xiao
et al., 2021) is a Transformer-based model specifi-
cally pre-trained to manage lengthy legal texts, and
it has been employed for tasks such as legal judg-
ment prediction (LJP), legal reading comprehen-
sion (LRC), and legal question answering (LQA).

2.2 Pre-Trained and Fine-Tuned LLMs
In the realm of large language models (LLMs),
models are pre-trained and fine-tuned specifically
for legal tasks or datasets. These legal-specific
LLMs often incorporate external knowledge bases
and undergo extensive initial training to handle a
wide range of legal data. Notable models include
LexiLaw (Haitao, 2024), a fine-tuned Chinese legal
model based on ChatGLM-6B (Zeng et al., 2024a),
and Fuzi.mingcha (Deng et al., 2023), which is
also based on ChatGLM-6B and fine-tuned on the
CAIL2018 dataset (Xiao et al., 2018). Wisdom-
Interrogatory (Wu et al.) builds upon Baichuan2-
7B (Baichuan, 2023), and LawGPT-7B-beta1.0
(Nguyen, 2023) is pre-trained on 500,000 Chinese
judgment documents, based on Chinese-LLaMA-
7B (Cui et al., 2023). Additionally, HanFei (He
et al., 2023) is a fully pre-trained and fine-tuned
LLM with 7 billion parameters.

Further advancements in large-scale LLMs in-
clude LawyerLLaM (Huang et al., 2023), based on
Chinese-LLaMA-13B (Cui et al., 2023) and fine-
tuned with general and legal instructions, as well
as ChatLaw-13B (Cui et al., 2024b), fine-tuned
on Ziya-LLaMA-13B-v1 (Wang et al., 2022), and
ChatLaw-33B (Cui et al., 2024b), fine-tuned on
Anima-33B (Ogavinee and et al., 2022). Mod-
els in other languages have also emerged, such

Figure 2: Proportions of Dataset Types Used at Each
Step in Training Qwen2-7B (Legal). General Pre-
training Corpus (GPTC), Legal Domain Pre-training
Corpus (LDPTC), Foundational Abilities Supervised
Data (FASD), Legal Domain Corpus Synthetic Su-
pervised Data (LDCSSD), General Pre-training Cor-
pus Synthetic Supervised Data (GPTCSSD), Public
Legal Website Search and QA Data (PLWSQAD),
Legal Domain Real QA Synthetic Preference Data
(LDRQASPD), Public Video Case Synthetic Preference
Data (PVSP), Legal Domain Corpus Synthetic Prefer-
ence Data (LDCSPD), General QA Preference Data
(GQAPD), and Judgment, Arbitration, and Prosecuto-
rial Documents Synthetic Supervised Data (JAPDSSD).
Homogeneous variant corpora were used at different
stages to prevent catastrophic forgetting and capability
degradation.

as SaulLM-7B (Colombo et al., 2024), based on
Mistral-7B (Jiang et al., 2023), and JURU (Ju-
nior et al., 2024), the first LLM pre-trained for
the Brazilian legal domain.

A recent innovation in this field is the introduc-
tion of ChatLaw-4x7B (Cui et al., 2024a), a mix-
ture of experts model (MoE) designed to address
hallucinations and insufficient domain expertise
in LLMs. However, training MoE architectures
presents significant challenges, particularly in bal-
ancing the training of expert models and sample
load distribution (Zeng et al., 2024b; Pan et al.,
2024).

These legal-specific LLMs, typically following
an initial pre-training phase, are tailored to specific
legal datasets and tasks. This tailoring enhances
both the precision and practical applicability of
legal NLP technologies.

3 Method

This section focuses on Law-Neo as illustrated in
Fig.1. While our model comprises three main com-
ponents—the domain knowledge model (Qwen2-
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7B-Legal), the anchor model (Qwen2-72B-Chat
Yang et al., 2024), and the parameter-merging
block—this section will specifically discuss the
domain knowledge model and the parameter-
merging block in detail.

Our approach assumes: (i) The model weights
are fixed and unmodifiable, reflecting the high
computational cost of training or fine-tuning large
LLMs from scratch in production environments.
Pre-trained models are treated as fixed assets to
ensure cost efficiency and stability. (ii) We can ac-
cess model weights, perform forward and back-
ward passes, and retrieve intermediate represen-
tations. This is feasible with many open-source
LLMs, allowing us to use their parameters for in-
ference and further training. (iii) We lack access
to the original training data, hyperparameters,
or training states, as open-source LLMs typically
do not provide such information.

3.1 Legal Domain Model Qwen2-7B (Legal)
Here, we introduce the base model selection and
provide more details about it. We’ve chosen
Qwen2-7B-Base, which was released by the Qwen
Team (Yang et al., 2024), is selected as the base
model. We performed specified Data Preparation
and Model Training upon the base model to better
fit legal domain.

In June 2024, the Qwen Team open-sourced their
Qwen2 series models. We used Qwen2-7B-Base
as the base model. Fig.2 illustrates the processes
applied to this base model, which involve two main
steps: data preparation and model training.

Data Preparation: Following the data process-
ing pipeline from the MAP-Neo (Zhang et al.,
2024) technical report, we filtered legal-related
training corpora from publicly available pre-
training datasets (FinWeb, Penedo et al., 2024; Ma-
trix, Zhang et al., 2024; etc.). We collected exten-
sive current Chinese laws and regulations, includ-
ing local and central regulations, multilateral and
bilateral treaties involving China, and specific in-
dustry norms. The continued pre-training included
over 10,000 manually collected books and papers,
processed using methods from MAP-Neo. For post-
training data preparation, we collected Chinese
case law and synthesized supervised data using
GLM4 (Zeng et al., 2024a). Inspired by CQIA (Bai
et al., 2024), we gathered online case explanation
videos, converted their audio to text, and generated
preference data using GLM4. For specific details,
please refer to the appendix A.

Model Training: We first performed full-
parameter continued pre-training on the Qwen2-
7B-Base model, utilizing both general pre-training
corpora and the collected legal domain corpora.
To ensure the LLM makes human-consistent judg-
ments in the legal domain, we conducted super-
vised fine-tuning (SFT) in two phases. The first
phase enhanced the model’s foundational abilities
(e.g., code and math skills) using over 2 million in-
structional data points. The second phase focused
on improving the model’s conversational abilities
and legal judgment capabilities while retaining the
foundational skills acquired in the first phase. We
used the prepared legal domain SFT data and col-
lected over 100,000 multi-turn conversation data
from real user interactions. We then aligned the
LLM using DPO.

3.2 Model Parameter-Merging Block
As illustrated in Fig.1, our approach involves con-
current operations on selected layers from two large
language models (LLMs). Specifically, we intro-
duce two sets of additional parameters over these
layers: (1) a straightforward set of linear transfor-
mations, fproj(.), which project an ith layer repre-
sentation from Qwen2-7B (Legal) to the dimension-
ality of representations from Qwen2-72B; and (2)
a series of cross-attention layers, fcross(., .), which
perform cross-attention between this transformed
layer representation and a jth layer representation
from Qwen2-72B. The output of the cross-attention
is then added as a residual connection to the layer
representations of Qwen2-72B. For specific details,
please refer to the appendix D.

4 Experiments

We evaluated the performance of LawBench (Fei
et al., 2023) and the Unified Qualification Exam for
Legal Professionals. Additionally, we conducted
benchmark testing for the LJP(Legal Judgment Pre-
diction) task. Our primary focus, lies in LJP tasks
utilizing fact-based articles from the CAIL2018
(Xiao et al., 2018) dataset.

4.1 Performance on LawBench
We evaluated our model on LawBench (Fei et al.,
2023), a benchmark for the Chinese legal system as-
sessing three cognitive levels: (1) Legal Knowledge
Memory, (2) Legal Knowledge Understanding, and
(3) Legal Knowledge Application.

As shown in Table 1, our Law-Neo model
achieves an average score of 64.38, posi-

35



Model LawBench UQELP CAIL2018
Average Score Average Score F-1

GPT Series
GPT-3.5 (Brown et al., 2020) 42.15 78 0.29
GPT-4 (OpenAI et al., 2024) 52.35 103 0.52

General LLMs
Baichuan2-7B (Baichuan, 2023) 38.08 61 –
ChatGLM2-6B (Zeng et al., 2024a) 29.88 34 –
InternLM2-7B (Cai et al., 2024) 43.78 41 –
Qwen2-72B-Chat (Yang et al., 2024) 56.26 – –

Legal LLMs
Fuzi-Mingcha-6B (Wang et al., 2022) 32.08 34 0.25
ChatLaw-13B (Cui et al., 2024b) 32.76 – 0.33
Wisdom-Interrogatory-7B (Wu et al.) 31.41 – 0.33
Chatlaw-MoE-4×7B (Cui et al., 2024a) 60.08 115 –
Qwen2-7B-Legal (ours) 51.25 84 0.39
Law-Neo (ours) 64.38 126 0.46

Table 1: Summary of LLM’s performance comparisons on benchmarks: We conducted experiments using three
benchmark tests, namely LawBench, Unified Qualification Exam for Legal Professionals (UQELP), and CAIL2018.

tioned competitively between GPT-3.5 and GPT-
4, which score 42.15 and 52.35, respectively.
While Chatlaw-MoE scores higher at 60.08, our
model significantly outperforms Legal LLMs
like Fuzi-Mingcha (32.08) and General LLMs
like InternLM2-7B (43.78), and also shows a
marked improvement over models like Qwen2-7B-
Legal (51.25). This demonstrates that our model
parameter-merging training strategy is effective in
achieving superior performance.

4.2 Performance on Unified Qualification
Exam for Legal Professionals

We also assessed our model using China’s Uni-
fied Qualification Exam for Legal Professionals,
which includes single-choice, multiple-choice, and
uncertain-choice questions across various legal
fields.

As indicated in Table 1, our Law-Neo model
achieved an average score of 126, positioning it
ahead of most models, including Chatlaw-MoE
(115) and GPT-4 (103). Our model surpasses
General LLMs such as Baichuan2-7B (61) and
ChatGLM2-6B (34), as well as Legal LLMs like
Fuzi-Mingcha (34). It also shows a significant im-
provement over Qwen2-7B-Legal (84), which fur-
ther emphasizes the strength of our approach.

4.3 Performance on CAIL2018 Task

CAIL2018 (Xiao et al., 2018), a large-scale LJP
task, includes over 2.6 million criminal cases from
the Supreme People’s Court of China, annotated
with applicable law articles, charges, and prison
terms.

In Table 1, our Law-Neo model achieves an
F-1 score of 0.46, showing strong performance.
While GPT-4 scores higher at 0.52, our model
outperforms GPT-3.5 (0.29) and General LLMs
like Qwen2-7B-Chat (0.37). It also surpasses
Legal LLMs such as Chatlaw-13B and Wisdom-
Interrogatory (both 0.33). These results highlight
Law-Neo’s robustness in legal language processing
and its competitive edge in legal tasks, especially
considering that it did not leverage a mixed expert
model during training, unlike Chatlaw-MoE.

5 Training Overhead

Our training procedure was conducted on a GPU
server equipped with eight 80GB A800 GPUs and
an Intel Xeon 8470 processor. The entire training
process took approximately 19.24 hours.

The comparative training regimen for ChatLaw
was conducted on a GPU server equipped with
eight 80GB A100 GPUs and two Intel Xeon 8358P
processors. The entire training process was com-
pleted in approximately 23.14 hours, which ex-
ceeds our training duration by 3.9 hours.
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6 Conclusion

In this paper, we introduced Law-Neo, an innova-
tive approach to enhancing large language models
(LLMs) for the legal domain by leveraging the con-
cept of composition to augment existing models.
Our methodology focused on integrating Qwen2-
72B-Chat with a legal domain-specific model based
on Qwen2-7B. Our comprehensive experiments,
conducted on multiple legal benchmarks includ-
ing LawBench, the Unified Qualification Exam
for Legal Professionals (UQELP), and CAIL2018,
demonstrate the efficacy of our approach. The Law-
Neo model outperformed several existing models,
including general-purpose LLMs and specialized
legal LLMs. Our results indicate that integrating
models through shared parameters can effectively
enhance their specialized knowledge without sacri-
ficing the foundational abilities of the base models.

7 Ethics Statement

The development and application of Law-Neo, an
advanced legal large language model (LLM), bring
forth significant ethical considerations, particularly
regarding bias amplification, interpretability, ac-
countability, and oversight. Law-Neo, like other
LLMs, has been trained on extensive legal corpora,
including laws, regulations, and judicial decisions.
Despite efforts to ensure a balanced dataset, the
model may still reflect and perpetuate biases found
in the source material. This risk is especially con-
cerning in the legal field, where unbiased and fair
decision-making is crucial. Additionally, the com-
plex decision-making process of these models is
not easily transparent, making it difficult to scru-
tinize and understand their outputs fully, which
can undermine trust in automated legal tools. Es-
tablishing clear guidelines and frameworks for the
accountability and oversight of AI systems like
Law-Neo is crucial. This includes defining the
roles and responsibilities of developers, users, and
regulatory bodies in monitoring the deployment
and impact of these models. Regular audits, bias
assessments, and updates should be conducted to
ensure the model remains fair, transparent, and
aligned with ethical standards.
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A Synthesized Prompt Templates

To create an effective training dataset, it is essen-
tial to ensure that the data are diverse and cover a
wide range of types and tasks. Table 2 provides a
detailed overview of the data sources.

During the various stages of training, we utilized
homologous variant data, a significant portion of
which was synthesized using GLM4. The detailed
process, including the prompt templates and their
effects, is illustrated in Table 3.

B Pre-Training

In order to continued pre-train the Qwen2-7B
model, we adhere to the strategy it followed during
the continued pre-training phase, which involves
predicting the subsequent token based on the con-
text provided by the preceding token. The context

length for our continued pre-training is set to 8192.
For the creation of data batches, we shuffle and
amalgamate the documents, subsequently truncat-
ing them to the aforementioned context lengths.
To enhance computational efficiency and curtail
memory consumption, we incorporate Flash Atten-
tion within the attention modules. The standard
optimization algorithm employed for pretraining is
AdamW. The hyperparameters are configured with
β1 = 0.9, β2 = 0.95, and ϵ = 10−8. We utilize a
cosine_with_warmup learning rate schedule, with
a designated peak learning rate for each model size;
the warmup steps are set to 3500. The learning rate
is tapered down to a minimum of 10% of the peak
learning rate, with the maximum learning rate es-
tablished at 3×10−4. The models are trained using
BFloat16 mixed precision to ensure training stabil-
ity.

C Post-Training

Consistent with pretraining, we also apply next-
token prediction as the training task for SFT. We
apply the loss masks for the system and user
inputs.The model’s training process utilizes the
AdamW optimizer, with the following hyperpa-
rameters: β1 set to 0.9, β2 set to 0.95 and ϵ set
to 10−8. The sequence length is limited to 8192,
and the batch size is 64. The model undergoes a
total of 10000steps, with the learning rate gradu-
ally increased over 4096 steps, reaching a peak of
9× 10−6. To prevent over fitting, weight decay is
applied with a value of 0.1, dropout is set to 0.1,
and gradient clipping is enforced with a limit of 1.0

During the DPO training phase, we employed
the LLaMa-Fatory (Zheng et al., 2024) as an auxil-
iary tool, conducting a total of 5,000 training steps.
The warmup_with_cosine strategy was utilized,
wherein the learning rate gradually increased to
reach its maximum value of 1.5 × 10−5 over the
initial 2,237 steps, followed by a gradual decrease.

D Parameter-Merging

Compositional Layers: According to the tech-
nical report on the Qwen2 series models (Yang
et al., 2024), Qwen2-7B (mA) and Qwen2-72B
(mB) consist of 28 layers (NA) and 80 layers (NB),
respectively. The hidden size of the two models
is noted as 3, 584 (DA) for Qwen2-7B and 8, 192
(DB) for Qwen2-72B. Due to the significant differ-
ence in the number of layers between the two mod-
els, when selecting the combined layers LA and
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Type Description Token
Legal Regulations This category encompasses the Constitution, central-

level regulations, local regulations at various levels,
departmental rules and regulations, as well as bilat-
eral and multilateral treaties, agreements, and other
documents with the nature of treaties or agreements
concluded by the People’s Republic of China with
foreign countries.

7.5B

Case Documents This includes judicial decisions from the courts, ar-
bitration awards from arbitration institutions, and
prosecutorial documents from the procuratorates.

1.33B

Legal Manuscripts These are core journals indexed by CNKI (China
National Knowledge Infrastructure), select theses
and dissertations, and certain publications from legal
publishing houses.

5.7B

Legal Q&A Data Rich in legal Q&A data, including common legal
questions and their corresponding answers. It covers
multiple legal fields such as contract law, labor law,
intellectual property, etc.

5.47B

Table 2: List of datasets used during training.

LB , we opted to include all layers from Qwen2-
7B and a subset of layers from Qwen2-72B. The
relationship between them is as follows:

NA = |LA| = |LB|
lA,i = lB,i = nB,i+24

where lA,i represents the i-th selected layer in the
set of selected combined layers for the Qwen2-
7B model, and nB,i represents the i-th model layer
among all layers of the Qwen2-72B model. Further,
HA ∈ {HA,1, HA,2, . . . ,HA,28} denote the layer
representations for the given input after each layer
in LA.

Learned Projections: Next we map representa-
tions from Qwen2-7B to that of Qwen2-72B via a
projection layer. In particular, for each layer in LA,
we learn a projection function fproj : RDA → RDB ,
that projects representations from these layers to
the desired representation size of Qwen2-72B. Let,

fproj(HA)←
{
fproj (HA,1) , . . . , fproj (HA,28)

}

This transformation enables cross-attention
across models, and also performs an alignment of
representations from Qwen2-7B and Qwen2-72B
despite frozen weights of the base models.

Cross-attention Layers: Similar to the multi-
headed cross-attention in encoder-decoder models
(for example Vaswani et al., 2017 and Raffel et al.,

2020)– we introduce cross-attention between rep-
resentations of the Qwen2-72B and the Qwen2-7B
model. In particular, we use fproj (HA,i) from the
Qwen2-7B model as the key and value vectors for
each head in cross-attention. We use the vector
HB,j from the Qwen2-72B model as the query vec-
tor.
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↪→Prompt Templates
SFT Prompt for English Contents DPO Prompt for English Contents
# Legal Consultation Simulator # Legal Consultation Simulator
You need to construct a pair of Q&A legal consul-
tation data based on the legal regulations provided
by the user. The questions should not directly
ask about the content of the legal regulations but
should conform to the user’s normal questioning
habits. The legal regulations provided by the user
are: {Contents}

You are an AI assistant proficient in
law, and you need to use your legal
knowledge to answer the questions
posed by users. The user’s question
is:{Contents}

↪→Demonstrations
Before Synthesized After Synthesized
Article 37: An applicant for a degree or a de-
gree holder, who has one of the following circum-
stances during the process of pursuing the degree,
may have the degree not conferred or revoked by
the degree-granting institution upon the resolu-
tion of the Degree Evaluation Committee: (1) The
thesis or practical results are identified as hav-
ing academic misconduct such as ghostwriting,
plagiarism, or forgery; (2) Misappropriating or
impersonating someone else’s identity to obtain
admission qualifications, or obtaining admission
qualifications or graduation certificates through
other illegal means; (3) There are other serious
illegal acts during the period of study that should
not be granted a degree according to the law.

Question: What are the conse-
quences if my thesis is found to be
plagiarized during the period of pur-
suing a degree? Answer: According
to the provisions of Article 37 of the
relevant laws and regulations, if your
thesis or practical results are identi-
fied as having academic misconduct
such as ghostwriting, plagiarism, or
forgery during the period of pursu-
ing a degree, the Degree Evaluation
Committee may decide not to confer
the degree upon you or revoke the
degree already granted. Please pay
close attention to academic integrity
and comply with the laws and regu-
lations.

Chosen Rejected
According to existing laws and regulations, an
individual who maliciously attacks a public trans-
port driver in the process of driving, or attempts to
seize control, thereby disrupting the normal opera-
tion of the public transport vehicle and threatening
public safety, may be sentenced to fixed-term im-
prisonment of not more than one year, detention,
or control, and must also bear the responsibility
of a fine. If the perpetrator’s actions also violate
other related criminal charges, such as seriously
obstructing safe driving and causing significant
personal injury and property damage, they should
still be convicted and punished according to the
more severe provisions. For example, they may
be determined to have committed the crime of
"endangering public safety by dangerous means."
The minimum sentence for intentional crimes of
this category starts at three years, and the maxi-
mum penalty can be the death penalty.

In China, criminal acts that obstruct
safe driving, such as drunk driving,
speeding, fatigue driving, and us-
ing a mobile phone, may be sen-
tenced to detention, fines, or even
traffic accident crimes according to
the relevant provisions of the "Crim-
inal Law of the People’s Republic
of China," based on the severity and
consequences of the act. In serious
cases, imprisonment may result. The
specific judgment will also take into
account factors such as the perpetra-
tor’s subjective malice, the danger-
ousness of the act, and the conse-
quences caused. For more detailed
legal advice or case analysis, it is rec-
ommended to consult a professional
legal person.

Table 3: The synthesized prompt templates with Demonstrations in English.
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