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Abstract

This paper investigates explainability in Nat-
ural Legal Language Processing (NLLP). We
study the task of legal outcome prediction of
the European Court of Human Rights cases in
a ternary classification setup, where a language
model is fine-tuned to predict whether an ar-
ticle has been claimed and violated (positive
outcome), claimed but not violated (negative
outcome) or not claimed at all (null outcome).
Specifically, we experiment with three popu-
lar NLP explainability methods. Correlating
the attribution scores of input-level methods
(Integrated Gradients and Contrastive Explana-
tions) with rationales from court rulings, we
show that the correlations are very weak, with
absolute values of Spearman and Kendall cor-
relation coefficients ranging between 0.003 and
0.094. Furthermore, we use a concept-level in-
terpretability method (Concept Erasure) with
human expert annotations of legal reasoning,
to show that obscuring legal concepts from the
model representation has an insignificant effect
on model performance (at most a decline of
0.26 F1). Therefore, our results indicate that
automated legal outcome prediction models are
not reliably grounded in legal reasoning.1

1 Introduction

Interpretability is at the core of legal practice.
Lawyers and judges pour over legal text to interpret
it in light of current affairs, the case at hand and
the general zeitgeist (Valvoda et al., 2024). In the
context of natural legal language processing, inter-
pretability is no less important. Primarily, this is
because the use of Machine Learning (ML) in law
can have profound effects on human life (Hacker
et al., 2020). This risk is widely acknowledged, as
reflected in the EU’s General Data Protection Regu-
lation (GDPR), which mandates that legal decisions
must be explainable (Hamon et al., 2020; Selbst

1Our code: https://github.com/ieva-raminta/
XNLLP

and Powles, 2017).2 As such, we advocate for inter-
pretability to be a central focus of NLLP research.

Despite early contributions to the field, which in-
clude symbolic methods (Ashley, 1991; Collenette
et al., 2020) as well as attention-based interpretabil-
ity (Branting et al., 2021), and the emergence of
recent domain-specific methods (Valvoda and Cot-
terell, 2024), there remains a lack of a comprehen-
sive overview of the popular NLP interpretability
tools that can be applied to legal contexts.

In this work, we offer such a comparative
study. We focus on explainability of neural models
in the context of the legal outcome prediction
task - a popular NLLP task (Brüninghaus and
Ashley, 2006; Zhong et al., 2018; Chalkidis
et al., 2019; Long et al., 2019; Dong and Niu,
2021; Ma et al., 2021). In particular, we work
on the recent reformulation of this task as a
three-way classification (Valvoda et al., 2023) and
compare three influential interpretability methods
from general NLP on legal outcome prediction -
Integrated Gradients (Sundararajan et al., 2017),
Contrastive Explanations (Jacovi et al., 2021) and
Concept Errasure (Ravfogel et al., 2022).

We first hypothesize that while different explain-
ability methods might provide varying results in
terms of what legal outcome prediction models
use in their decision-making process, the models
are likely to be using features which differ from
those that a human would deem important. We
put this hypothesis to the test by correlating the
attributions from the methods of Integrated Gra-
dients (Sundararajan et al., 2017) and Contrastive
Explanations (Jacovi et al., 2021) with ground truth
data from court rulings. Confirming our hypothe-
sis, we measure a very weak correlation between
the predicted importance scores and the ground
truth labels, with the absolute values of the correla-

2Specifically, Article 22 and provisions of Articles 13-15
of GDPR ask for a ‘meaningful information about the logic
involved’.
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tion coefficients of Spearman (1904) and Kendall
(1938) ranging between 0.003 and 0.094.

We further hypothesise that the outcome predic-
tion models are not likely to perform complex legal
reasoning, such as those captured in annotated
datasets of legal arguments (Habernal et al., 2023)
and concepts (Mumford et al., 2023). We test this
by using the Concept Erasure method (Ravfogel
et al., 2022). Indeed, we find that the outcome
prediction models perform on par or at times even
better when legal concepts are obscured from their
representations, with F1 on the outcome prediction
task decreasing by at most 0.26 - a statistically
insignificant change.

We conclude that the subpar performance of neu-
ral models on negative outcome prediction task is
symptomatic of a larger issue - the models do not
reason like a human legal professional would.

2 Related Work

Over the years, different approaches have been pro-
posed to address the question of how an ML model
reasons (Ribeiro et al., 2016; Lundberg and Lee,
2017). Researchers have compared the faithfulness
and cost of various interpretability methods (Lip-
ton, 2018; Wiegreffe and Pinter, 2019; Jain and
Wallace, 2019; Wang et al., 2020). The majority of
these explainability methods link surface features
in the model input to model predictions. Some re-
search has emphasized that there is likely no single
feature-based explanation for a given model pre-
diction (Camburu, 2020). Thus, the development
of alternative, concept-based methods has comple-
mented their feature-based counterparts (Yeh et al.,
2020). Furthermore, humans find the explanations
of deceptive machine learning systems equally con-
vincing as those of truthful models (Pataranutaporn
et al., 2021), which stresses the importance of ex-
planations being faithful as opposed to simply con-
vincing (Alhindi et al., 2018; Piratla et al., 2023;
Atanasova et al., 2023).

The earliest work in explainability in NLLP
are the legal reasoning systems of HYPO (Ash-
ley, 1991) and CATO (Aleven, 1997). These sym-
bolic systems involve a manual extraction of factors
that do not deterministically influence the case out-
come, but rather weigh the decision positively or
negatively with varying strength, depending on the
context. Since then researchers have developed
hybrid systems, using stochastic methods to ex-
tract the features that are then fed into a rule-based

system. Falakmasir and Ashley (2017) have used
tf-idf and Latent Dirichlet Allocation (LDA), while
Mumford et al. (2023) employed transformer mod-
els (Vaswani et al., 2017), to extract factors to be
used in rule-based systems.

Researchers have also studied explainability in
fully probabilistic methods. Branting et al. (2019)
and Branting et al. (2021) use attention as expla-
nation. Yamada et al. (2024) solve the outcome
prediction and rationale extraction tasks via a multi-
task approach. Norkute et al. (2021) evaluate the
usefulness of attention scores as well as scores
from a source attribution method based on word
overlap, by measuring the increase in the speed
of humans reviewing legal summaries. Strickson
and De La Iglesia (2020) and Soh Tsin Howe
(2024) use topic models along with other feature-
extraction methods. Gray et al. (2023), Gray et al.
(2024) and Drápal et al. (2023) use LLMs to extract
factors in legal cases. Valvoda and Cotterell (2024)
explore a novel interpretability method in NLLP,
namely influence functions (Koh and Liang, 2017),
in order to determine which cases in the training
data influence the outcome predictions.

Some researchers have also addressed the prob-
lem that interpretability methods are difficult to
evaluate, given that even humans disagree on what
a correct explanation is. Malik et al. (2021) com-
pare the results of an outcome prediction model
with some parts of the input masked and with-
out, which highlight the difference between the
importance attributed by experts and the occlusion
method. Salaün et al. (2022) have shown low agree-
ment between integrated gradients scores of models
and expert annotations. Feng et al. (2022) link the
errors of outcome prediction models to their failure
to detect the parts of the input that determine the
judgment. Santosh et al. (2022) use deconfounding
to align model predictions with expert reasoning.
Xu et al. (2023) study human label variation with
regard to the rationales explaining legal outcomes,
and show low agreement not only between experts
and models, but also among experts, which high-
lights the difficulty of the task. By and large, the
models described in this subsection do not compare
multiple interpretability methods.

Legal outcome prediction is the task of predict-
ing the outcome of a case, i.e. whether a law has
been violated, given the case facts, which describe
the circumstances of the parties involved.3 Over

3See appendix A for a condensed example of a case.
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the years, predicting the outcome of a court case
has been approached by many researchers in a num-
ber of jurisdictions (Virtucio et al., 2018; Chalkidis
et al., 2019; Mumcuoğlu et al., 2021; Jacob de
Menezes-Neto and Clementino, 2022; Cui et al.,
2023). Perhaps due to its conceptual simplicity,
the task is one of the cornerstones of NLLP re-
search and is usually defined as a binary classifi-
cation task (Feng et al., 2022; Cui et al., 2023).
Different approaches to legal outcome prediction
use the case facts (Shaikh et al., 2020), the com-
plaints (Chalkidis et al., 2019; Semo et al., 2022),
the contents of the laws (Zhong et al., 2018), and/or
the facts of precedent cases (Cao et al., 2024).

Recent work has re-framed outcome predic-
tion to reflect the reality of a court setting better
(Valvoda et al., 2023). Instead of predicting if an ar-
ticle is violated or not, the task is to predict whether
the article is claimed to be violated (simulating the
role of a lawyer), and then whether it is actually
found to be violated or not (simulating the role of
a judge). This can be simplified as a three-way
classification objective. In practice, a model is
trained to predict positive outcomes, i.e. when
a law has been claimed as violated and found as
violated, negative outcomes, i.e. when a law has
been claimed as violated but the judge found it was
not violated, null outcomes, i.e. when a law has
not even been claimed as violated and is irrelevant
to the case.

3 Explainability for Models of Legal
Outcome

In our explainability experiments, we focus on the
re-framing of the legal outcome prediction task fol-
lowing Valvoda et al. (2023). We do this for three
reasons. (1) The new formulation better reflects the
actual legal process and outperforms prior work in
the domain of the European Convention of Human
Rights (ECHR). (2) legal outcome prediction mod-
els turn out to perform particularly poorly when
having to predict negative outcomes. This is dia-
metrically opposite to their excellence at predicting
positive outcomes. Thus, at the core of our paper
lies a natural question arising from this asymmetry.
Why do the models struggle with negative outcome
prediction? (3) Having three target classes instead
of two, opens up new possibilities in terms of the
explainability methods we can study.

We begin our work with the standard Explain-
able Artificial Intelligence (XAI) method - namely

integrated gradients (Sundararajan et al., 2017).
This method highlights the input tokens (in our
setting facts) the model finds important for a given
case. Then, we move to a contrastive explanation
method (Jacovi et al., 2021). Since we work with
a three-way classification problem we can employ
contrastive explanations to infer which facts are
particularly important to the model for distinguish-
ing each target class from every other class. Our
main interest here is to understand why the models
struggle with negative outcomes.

Finally, we use the Concept Erasure
method (Ravfogel et al., 2022) to perform a
deeper analysis of whether any legal concepts are
used by the model. Unlike the prior two methods
where we study the effect of input tokens, here
we study the effect of legal concepts encoded in
the latent representations learned by the model.
We describe each of the above approaches in more
detail in section 5.

Given the ground-truth data of human anno-
tated token sequences and legal concepts (Chalkidis
et al., 2021; Habernal et al., 2023; Mumford et al.,
2023), we can begin to study how well a model
aligns with human judgement when it comes to
legal reasoning. Furthermore, the chosen set of
XAI approaches allows us to study the difference
between superficial textual explanations versus ex-
planations through concepts in the legal AI domain.

4 Parametrizing Legal Outcome
Prediction Models

We finetune a sequence classification model on
the ECtHR dataset to jointly predict the positive,
negative and null outcomes, following the architec-
ture of the ternary prediction setup from Valvoda
et al. (2023). One modification made to the model
architecture is replacing the multi-layer percep-
tron (MLP) with a simple linear classification layer.
This change ensures that the setup is compatible
with the interpretability methods discussed in Sec-
tion 5, where linear classifiers are used.

We choose the LEGAL-BERT model (Chalkidis
et al., 2020) due to its domain-specific training set
and the fact that it yields the best performance for
the ternary setup we are using for our experiments.4

The model is trained on a single NVIDIA TU102
GPU with batch size 16, for a maximum of 10

4We replicate the experiments with other models too in
order to ensure that the model results are not idiosyncratic to
our chosen setup. Please see appendix C.
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epochs, using early stopping by monitoring the
loss.

The model performs the best on the null class,
and yields particularly poor results on the negative
cases, as shown in Table 1. The most common
mistakes of the model are assigning the null label
to the items from the positive and negative classes,
as shown in Table 2.

Metric null positive negative
precision 93.55 78.80 48.07
recall 98.68 77.93 10.33
F1 96.04 78.36 17.01

Table 1: Results of the three way outcome prediction
LEGAL-BERT model on the ECtHR test set.

=
True

Pred.
null positive negative

null 12117 109 53
positive 258 1056 41
negative 580 175 87

Table 2: Confusion matrix of the three way outcome
prediction LEGAL-BERT model on the ECtHR test set.

5 Interpretability Methods

This section describes the interpretability methods
used in this study, along with their implementation.

5.1 Integrated Gradients
The Integrated Gradients method, or Axiomatic At-
tribution for Deep Networks (Sundararajan et al.,
2017) is a gradient-based attribution method, which
does not require any instrumentation of the network
that it is being applied to. The model uses a base-
line input as a counterfactual to each feature being
tested for attribution. In the context of language,
a sequence of the <PAD> tokens can be used for
this purpose. Integrated gradients are obtained by
accumulating the gradients collected along a path
from the baseline to the input. In this work we use
the implementation of Layer Integrated Gradients
from the Captum package (Kokhlikyan et al., 2020),
where we compute the attributions with regard to
the BertEmbedding layer. This approach is chosen
as a reliable yet simple interpretability method.

5.2 Contrastive Explanations
Jacovi et al. (2021) propose a Contrastive Expla-
nations method for model interpretability that is

inspired by cognitive science research. Since hu-
mans generate explanations contrastively, namely
explaining why a certain occurrence happened in-
stead of some alternative, they argue that XAI meth-
ods should mimic this type of reasoning. Hence,
instead of comparing the input to a neutral input
such as the baseline in the Integrated Gradients
method, Jacovi et al. (2021) project the input repre-
sentation onto a space which minimally separates
two class labels as predicted by the model. The
predicted label is called ‘fact’, and the alternative
label ‘foil’. The contrastive explanation can then be
generated by computing the difference between the
original representation and the contrastive projec-
tion. The method is also applicable to any neural
classifier. The application of the contrastive ap-
proach is particularly interesting with the negative
cases, given that they meaningfully contrast to the
positive cases by virtue of not violating a given arti-
cle, while contrasting to the null cases by allegedly
violating the article.

5.3 Concept Erasure
A deeper interpretability method that we employ
in this study, is at the level of concepts instead of
surface level input features. Inspired by the idea of
Jacovi et al. (2021) to use concept attribution for ex-
plainability, we apply Linear Adversarial Concept
Erasure, presented by Ravfogel et al. (2022), to our
task. That is, the method obscures concepts which
may or may not influence the model predictions for
the main task by projecting them to a space where a
linear classifier can no longer recover the signal to
determine the presence of the concept in the input.
An adversarial model is trained with a constrained,
linear minimax game to erase the concept while
maintaining the performance on the main task. We
interpret the outputs of this method to show the
importance of a given concept to a trained model
through the difference in model performance when
the concept is erased from the input representation.
The purpose of using this explainability method for
the legal outcome prediction task is to investigate
the use of actual legal concepts rather than relying
on superficial input features.

In this study we adapt the Concept Erasure
model to our multi-output concept prediction task,
where for each concept the model solves a binary
classification problem of predicting the presence of
the given concept in the input document. We train
a Logistic Regression model on the subset of the
ECtHR training set which contains items annotated
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for the presence of legal concepts. We use a max-
imum of 4000 iterations, l2 penalty, saga solver
and warm start. The input to the classifier is the
encoded representation from the last hidden state
of the trained LEGAL-BERT model described in
Section 4.

6 Datasets

We use the European Court of Human Rights (EC-
tHR) dataset (Chalkidis et al., 2021)5 and its exten-
sions for the experiments in this study (see Table 3
for data statistics). We are using the version of the
dataset presented by Valvoda et al. (2023), as it is
more complete. Valvoda et al. (2023) also extend
the task of outcome prediction to include predic-
tion of negative outcomes. The Allegedly Violated
Articles and Violated Articles together comprise in-
formation about Positive cases and Negative cases.
Namely, if an article is both Allegedly Violated and
Violated, the case is positive, whereas if an article
is only Allegedly Violated but not Violated, then the
case is negative. The Silver Allegation Rationales
indicate the parts of the case facts which are refer-
enced in the decision of the judge. These rationales
are available for all the cases where a regular ex-
pression match is found between the judgment and
the case facts. Similarly, Gold Allegation Ratio-
nales have been annotated by a legal expert as the
important facts for the allegations. Only 50 cases
have been annotated with gold rationales. The sil-
ver rationales are more abundant, but less reliable
than the gold ones. In this study we are only us-
ing the Silver Rationales, due to the size of the
annotated data.

In addition, we are also using annotations of
legal concepts in ECtHR. Firstly, Habernal et al.
(2023) annotate a corpus of 373 court decisions
covering Articles 3, 7, and 8, with legal arguments
being made in each case. The purpose of the dataset
is to aid Legal NLP models in coming closer to le-
gal reasoning in modeling outcomes. Secondly,
Mumford et al. (2023) annotate 735 cases pertain-
ing to Article 6, with legal concepts that correspond
to factors in a rule-based legal reasoning system.
The concepts used in this study are listed in ap-
pendix B.

5https://huggingface.co/datasets/AUEB-NLP/
ecthr_cases

6.1 Dataset Preprocessing
Integrated Gradients and Contrastive Explana-
tions. We use Silver Rationales annotations as the
target labels for evaluating the interpretability meth-
ods. We adjust the level of granularity of the out-
puts from the Integrated Gradients and Contrastive
Explanation methods in order to make them com-
parable. The token-wise attributions from the Inte-
grated Gradient method are accumulated per para-
graph in order to match the paragraph-wise ground
truth in Silver Rationales. Similarly, due to the cost
of masking every token in very lengthy case fact
documents, when applying the Contrastive Expla-
nations method to the ECtHR data, we modify the
masking method to cover entire paragraphs rather
than single tokens. When a paragraph is being
masked, it is replaced by a sequence of <MASK>
tokens of a length equal to the number of tokens in
that paragraph.

Concept Erasure. The Legal Argument (Haber-
nal et al., 2023) and Legal Reasoning (Mumford
et al., 2023) labels are transformed to binary targets.
That is, we convert the token-wise sequence tags
indicating the presence of legal arguments from the
Legal Argument dataset to a binary document-wise
label, indicating whether the concept is present in
the case. From the available annotations in Haber-
nal et al. (2023) we use the Argument Type data as
the legal concepts. Similarly, the mean annotator
scores for the presence of concepts in the Legal
Reasoning dataset are converted to a binary label
using the ARGMAX of [positive ascription annota-
tions, negative ascription annotations, no ascription
annotations] scores, and interpreting both positive
ascription and negative ascription to indicate a pres-
ence of that concept. For both datasets, we only
use a concept if it appears in at least one but not all
of the cases in the training set, so that it could theo-
retically be used as a factor for outcome prediction.

7 Evaluation Metrics

Spearman and Kendal Correlation Coefficients.
In order to compare the importance scores at-
tributed to the inputs and concepts by the different
interpretability methods, we run each interpretabil-
ity method on the inputs and evaluate the predic-
tions with respect to the Silver Rationales annota-
tions. We run a correlation study using Spearman
(1904) and Kendall (1938) rank correlation coeffi-
cients and calculate statistical significance using a
T-test. The differences assigned by the Contrastive
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Annotation Description
#

ofC
asesC

ontaining
A

nnotation
Facts A description of the case 11 000
Allegedly Violated Articles A binary label indicating whether the lawyer claimed the article to be violated 11 000
Violated Articles A binary label indicating whether the judge deemed the article violated 11 000
Positive/Negative/Null Cases A three way label indicating whether the case was claimed and violated, not

claimed, or claimed but not violated, respectively
11 000

Silver Allegation Rationales Sentences from Facts referred to by the judge in the ruling 2 770
Gold Allegation Rationales Sentences from Facts annotated by an expert as important 50
Legal Arguments The presence of an argument 373
Legal Reasoning Concepts The presence of a legal reasoning concept 735

Table 3: Data Statistics

Explanations method and the attributions of Inte-
grated Gradients are treated as ranks.

Change in Accuracy and F1 scores. The
method for evaluating the importance of legal con-
cepts to the outcome prediction model is comparing
the outcome prediction performance with and with-
out the erasure of a given concept. We compare
both accuracy and F1 scores of the predictions pre-
and post-projection. In addition, we run a T-test to
determine whether the predictions made pre- and
post-projection are statistically significant.

8 Results

This section presents the quantitative and qualita-
tive results of the interpretability methods. In order
to ensure that the results cannot be accounted for
by the short input sequence length of the LEGAL-
BERT model (Chalkidis et al., 2020) or the ternary
setup of the task (Valvoda et al., 2023), we replicate
the results with the Longformer model (Beltagy
et al., 2020) as well as the binary setup. The results
of these experiments are presented in appendix C.

8.1 Integrated Gradients vs. Contrastive
Explanations for Model Interpretability

A correlation method is applied to the results of the
Integrated Gradients and Contrastive Explanations
methods. In order to control for random effects, we
compare to a random baseline, wherein the impor-
tance scores are assigned randomly to the inputs,
within the same range as the scores of the inter-
pretability methods.

The input paragraphs selected by both inter-
pretability methods do not correlate with the Silver
Rationales when looking at all the classes of the
main task together, nor broken down by class. The
effect size is very small, indicating that the models
might not be relying on the information contained
in the rationales for their predictions.

The breakdown between different facts and foils

Class Method Spearman Kendall
coeff. p-value coeff. p-value

null
IG -0.036 0.000 -0.034 0.000
CE 0.041 0.363 0.035 0.363

random 0.011 0.490 0.009 0.491

pos
IG -0.003 0.758 -0.003 0.758
CE 0.088 0.000 0.070 0.000

random -0.016 0.362 -0.013 0.362

neg
IG 0.018 0.000 0.017 0.000
CE 0.094 0.233 0.051 0.466

random 0.045 0.511 0.042 0.511

Table 4: Results of the correlation study between the
importance scores from Integrated Gradients (IG), Con-
trastive Explanations (CE) and random baseline on the
one hand, and the Silver Rationales annotations on the
other hand. The class refers to the ground truth. Sta-
tistically significant (p-value < 0.05) correlations are in
bold.

in Table 5 shows negligible correlations in all com-
binations of fact and foil.

To illustrate the types of paragraphs selected by
the models as important, we look at one case in de-
tail. Namely, in a case concerning the custody of a
child, the lawyer has claimed that Articles 6 (Right
to a fair trial) and 8 (Right to respect for private
and family life) have been breached. However, the
judge ruled that only Article 8 was violated, but not
Article 6, meaning that the applicant is considered
to have had a fair trial. Hence, this item has a nega-
tive label for Article 6, a positive label for Article
8, and null labels for all other articles. The model
correctly predicts the negative label for Article 6.

The Contrastive Explanations method, using the
positive label as a foil, lists the following sequence
as the most important for this prediction: ‘On 17
May 2005 the court dismissed the request for new
access arrangements as the first applicant had
failed to submit the required documents. It seems,
however, that this decision did not become final
as on 25 May 2005 the first applicant successfully
requested that the proceedings be joined to pro-
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Fact Foil Method Spearman Kendall
coeff. p-value coeff. p-value

null pos CE 0.020 0.014 0.017 0.014
random 0.001 0.864 0.001 0.864

null neg CE -0.017 0.04 -0.014 0.04
random 0.005 0.570 0.004 0.570

pos null CE -0.047 0.000 -0.039 0.000
random 0.001 0.912 0.001 0.912

pos neg CE -0.065 0.000 -0.053 0.000
random -0.007 0.428 -0.006 0.428

neg null CE 0.013 0.424 0.010 0.424
random -0.009 0.580 -0.007 0.580

neg pos CE -0.062 0.000 -0.051 0.000
random -0.004 0.802 -0.003 0.802

Table 5: Results of the correlation study between the
importance scores from Contrastive Explanations (CE)
and the Silver Rationales annotations, compared to a
random baseline, and broken down by fact and foil.
Statistically significant (p-value < 0.05) correlations are
in bold.

ceedings P 667/2003 (see paragraph 30 above)’.6

This paragraph is also highlighted in the Silver Ra-
tionales data as one of the important factors for the
case. This paragraph highlights that the applicant
had failed to follow the required procedures for the
trial, which is an argument as to why the court dis-
missing the request for new access arrangements is
not deemed unlawful. This contrastive explanation
indeed focuses on the reason why the claim was dis-
missed, rather than the reason why the claim was
made in the first place. However, the paragraph
selected as the second most important by the con-
trastive method is ‘According to letters addressed
to the court by the Šentjur Centre on 8 September
2003 and 3 May 2004, in the context of proceedings
no. P 667/2003, the Šentjur Centre and the Unit
attempted to organise supervised meetings between
the applicants, but M.E. refused to cooperate.’. As
opposed to the first paragraph, these facts portray
the reasons for accepting the claim, highlighting the
refusal to cooperate of the second applicant, which
could be interpreted as a breach of the right to a fair
trial. These importance scores are contradictory to
each other, both supporting and undermining the
outcome.

Similarly, the Integrated Gradients method as-
signs the highest importance score to the following
paragraph: ‘On 1 August 2001 the Šentjur Centre
issued an order granting the first applicant four
hours a week with the second applicant, taking
into account the expert committee’s opinion and

6A larger subset of the facts from the case are presented in
appendix A.

the fact that, at the supervised meeting between
the applicants, the second applicant had not ap-
peared to be afraid of the first applicant but, on the
contrary, pleased to see him. The Šentjur Centre
did not follow the first applicant’s proposal that
he should be allowed to pick the second applicant
up at her nursery; instead it ordered M.E. to bring
the second applicant to a meeting point at a local
train station.’ This part of the input emphasizes
the reasons for accepting the claim and assigning
it a positive outcome, since the second applicant
appears to be pleased to see the first applicant (the
claimant). This could be interpreted as reasons
to deem the trial unfair, as the text points to the
circumstances in favour of the first applicant.

All in all, we observe through the qualitative
analysis that the paragraphs selected by the inter-
pretability methods appear to be relevant facts for
the case, however not necessarily contributing to
the predicted label. This suggests that they might
not be particularly useful to an end user, given that
they provide arguments for different outcomes to
the predicted one.

8.2 Concept Erasure

The results of the Concept Erasure method on both
the Legal Argument Mining (Habernal et al., 2023)
and the Legal Reasoning Factors (Mumford et al.,
2023) datasets are presented in Table 6. We confirm
that the concepts are erased from the representation
by observing that the Concept Prediction model
performs at chance level, matching the majority
accuracy, after the concept erasure. The F1 scores
of the Concept Prediction task are often low even
before the projection, however this matches the
reportedly low legal concept prediction scores of
Mumford et al. (2023) and Habernal et al. (2023).
In order to ensure that concept erasure is happening,
we perform the T-test on the predictions of the
concept classification model before and after the
projection. We find that in about half of the cases,
the projection makes a significant difference to the
predictions (p<0.05).

Overall, the results indicate that legal concepts
are not absolutely necessary for the Outcome Pre-
diction model, as the model performance is not
significantly affected by the erasure of any of the
legal concepts from both datasets. That is, the
model with erased legal concepts is able to perform
the task on par, or in some cases even better, than
prior to the erasure.
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E
rased

C
oncept

Concept Task Outcome Task Concept Task Outcome Task
Acc F1 F1 Acc F1 F1

maj pre post pre post null pos neg maj pre post pre post null pos neg
None – – – – – .91 .55 .13 – – – – – .93 .35 .39

Legal Argument Mining (Habernal et al., 2023)
Development Set Test Set

1 .79 .79 .79 .25 .00 .93 .58 .40 .91 .86 .91 .40 .00 .92 .29 .13
2 .89 .86 .89 .33 .00 .93 .58 .50 .91 .91 .91 .67 .00 .92 .29 .19
3 .51 .55 .48 .55 .29 .93 .61 .46 .50 .60 .50 .61 .15 .92 .29 .13
4 .97 .97 .97 .00 .00 .93 .56 .50 .91 .91 .91 .00 .00 .92 .29 .13
5 .72 .79 .62 .84 .74 .93 .56 .47 .73 .63 .63 .73 .75 .92 .29 .13
6 .59 .52 .55 .50 .31 .93 .58 .50 .59 .59 .59 .53 .40 .92 .29 .13
7 .52 .62 .41 .67 .56 .93 .56 .46 .59 .50 .36 .52 .53 .92 .30 .20

Legal Reasoning Factors (Mumford et al., 2023)
Development Set Test Set

1 .52 .45 .51 .27 .00 .91 .55 .13 .75 .72 .75 .47 .00 .92 .33 .39
2 .86 .83 .86 .00 .00 .91 .55 .12 .91 .91 .91 .00 .00 .93 .42 .40
3 .62 .67 .62 .53 .00 .92 .57 .13 .97 1.00 .97 1.00 .00 .92 .35 .38
4 .90 .67 .90 .00 .00 .92 .55 .06 .84 .84 .84 .55 .00 .93 .19 .39
5 .83 .83 .83 .00 .00 .91 .52 .06 .88 .84 .88 .00 .00 .93 .27 .38
6 .97 .97 .97 .00 .00 .92 .55 .12 .97 .97 .97 .00 .00 .93 .35 .39
7 .79 .62 .79 .00 .00 .92 .55 .13 .75 .75 .75 .33 .00 .93 .35 39
8 .83 .79 .83 .88 .91 .91 .48 .19 .75 .81 .75 .88 .86 .92 .36 .41
9 .62 .83 .62 .78 .00 .92 .55 .07 .75 .72 .75 .40 .00 .92 .29 .43
10 .83 .86 .83 .60 .00 .92 .48 .13 .78 .78 .78 .36 .00 .93 .27 .38
11 .93 .93 .93 .00 .00 .92 .55 .13 .94 .94 .94 .00 .00 .93 .35 .43
12 .76 .86 .76 .67 .00 .92 .55 .13 .88 .72 .88 .00 .00 .93 .35 .39
13 .90 .76 .90 .00 .00 .92 .55 .13 .84 .66 .84 .00 .00 .93 .38 .42
14 .90 .90 .86 .00 .00 .91 .55 .13 .88 .84 .88 .00 .00 .93 .35 .39
15 .90 .90 .90 .00 .00 .92 .55 .13 .97 .94 .97 .00 .00 .93 .36 .39
16 .93 .86 .93 .33 .00 .92 .52 .13 .75 .72 .75 .30 .00 .93 .34 .39
17 .97 .93 .97 .00 .00 .92 .55 .13 .94 .91 .94 .00 .00 .93 .35 .39
18 .76 .72 .76 .00 .00 .91 .55 .13 .84 .81 .84 .00 .00 .93 .35 .39
19 .97 .97 .97 .00 .00 .91 .55 .13 .97 .97 .97 .00 .00 .93 .35 .39
20 .79 .69 .79 .31 .00 .92 .52 .13 .66 .75 .66 .63 .00 .92 .36 .37

Table 6: Results of the Concept Erasure method: accuracy and F1 scores of the outcome prediction model as well
as concept prediction model pre- and post-projection, including a majority class baseline for concept prediction.
Statistically significant differences between pre- and post-projection predictions are marked in bold. The concepts
are listed in appendix B.
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9 Conclusion

We have studied three interpretability methods in
the domain of legal outcome prediction. Our exper-
imental results show a small variance in the corre-
lation between the importance scores assigned by
different interpretability methods and the ground
truth. Worryingly, even removing the information a
lawyer would consider essential for reasoning over
the data has an insiginificant effect on the model
performance. We interpret this result as a call for
caution in using automated legal outcome predic-
tion models as they do not appear to be grounded
in legal reasoning to the extent that would be nec-
essary for ensuring reliability.

Future work in NLLP should continue searching
for ways to make legal outcome prediction mod-
els more transparent by investigating their legal
expertise. Studying why predicting negative out-
come prediction remains a difficult task is only one
direction of such research. New directions could
involve the study of biases that may be affecting
the decision making of the models.

Limitations

This study is limited to only English language data.
In future work, it should be extended to other lan-
guages as well as other jurisdictions. As far as
the results of the study are concerned, the outputs
of the explainability method depend on the per-
formance of the outcome prediction model, which
could itself be improved, especially on the negative
case in the ternary setup. While we acknowledge
that the explainability suffers from model errors,
this is in line with the argument that improvements
to the model should incorporate interpretable legal
reasoning.
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come prediction models to the real world, as the
predictions of the model do not have a strong ba-
sis in legal reasoning and therefore may be biased
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A The Facts of Case 001-118248

‘4. The first applicant, Mr Eberhard, was born in
1968 and lives in Ponikva. The second applicant,
M., is his daughter.’, ‘5. On 8 April 2001 the first
applicant’s wife, M.E., together with the second
applicant, then aged four, moved out of the flat in
which they had been living with the first applicant.
M.E. subsequently filed a petition for divorce.’, ‘6.
On 4 May 2001 the first applicant and his wife,
with whom the second applicant was living, signed
an agreement on access arrangements.’, ‘7. On 12
June 2001 the first applicant filed a request with the
Šentjur Social Welfare Centre (“the Šentjur Cen-
tre”) seeking formal determination of the access
arrangements, claiming that since 12 May 2001
M.E. had denied him access to the second appli-
cant.’, ‘8. During the following month M.E. gave
a number of statements at the Šentjur Centre, op-
posing contact between the applicants, stating that
the first applicant represented a danger to her and

the second applicant. She also lodged a criminal
complaint against the first applicant for endanger-
ing their safety.’, [...] ‘11. On 1 August 2001 the
Šentjur Centre issued an order granting the first ap-
plicant four hours a week with the second applicant,
taking into account the expert committee’s opinion
and the fact that, at the supervised meeting be-
tween the applicants, the second applicant had not
appeared to be afraid of the first applicant but, on
the contrary, pleased to see him. The Šentjur Cen-
tre did not follow the first applicant’s proposal that
he should be allowed to pick the second applicant
up at her nursery; instead it ordered M.E. to bring
the second applicant to a meeting point at a local
train station.’, [...] ‘19. On 15 June 2004 the Min-
istry quashed the impugned enforcement orders,
finding that M.E. had not been informed of the first
applicant’s notices concerning non-compliance and
had had no opportunity of participating in the pro-
ceedings and presenting arguments in her favour.
[...] ‘24. On 6 June 2003 the first applicant lodged
an application for custody of the second applicant,
relying on the fact that M.E. was denying them
contact. He also requested an interim order un-
der which the second applicant would be placed in
his custody pending the outcome of the proceed-
ings, and the appointment of a curator ad litem
to represent the second applicant’s interests in the
proceedings. [...] ‘29. However, as M.E. contin-
ued to refuse any contact between the applicants,
on 16 August 2004 the first applicant requested
that the proceedings be resumed and a hearing was
scheduled for 7 October 2004. It was adjourned
as the court decided, further to the first applicant’s
request, to appoint an expert psychologist. On 19
October 2004 the court appointed expert D.T. to
produce an opinion in the case.’, [...] In addition,
the first applicant alerted the court to the fact that
he had had no access to the second applicant in the
past four and a half years, except on one occasion
at her school.’, ‘32. In the meantime, the appointed
expert informed the court on 22 September 2005
that he was unable to prepare the opinion as M.E.
had refused to cooperate. [...] Subsequently, on 26
May 2006, the court issued a decision rejecting the
first applicant’s application for provisional custody
and upholding his alternative request for an interim
access order. [...] ‘45. On 2 March 2007 the first
applicant lodged a supervisory appeal, relying on
section 6 of the Act on Protection of the Right to a
Hearing without Undue Delay (“the 2006 Act”).’,
[...] ‘62. On 17 May 2005 the court dismissed the
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request for new access arrangements as the first
applicant had failed to submit the required docu-
ments. It seems, however, that this decision did
not become final as on 25 May 2005 the first appli-
cant successfully requested that the proceedings be
joined to proceedings P 667/2003 (see paragraph
30 above).’

B Legal Concepts Used in this Study

The concepts from the Mumford et al. (2023)
dataset:

1. Access to Court

2. Allowed Time and Facilities for Defence

3. Allowed to Defend in Person or Through Le-
gal Assistance

4. Allowed to Fairly Examine Witnesses

5. Balance of Complexity and Circumstance

6. Conducted Publicly Where Appropriate

7. Equality of Arms and Adversarial Hearing

8. Fair

9. Had the Minimum Rights

10. Independent and Impartial

11. Informed Promptly

12. Integrity of Evidence

13. Legal Certainty is Upheld

14. No Adverse Effect from Alternative Proceed-
ings

15. No adverse Prejudicial Statements

16. No Unreasonable Delays

17. Option of Free Access to Interpreter

18. Presumption of Innocence

19. Public Hearing

20. Reasonable Time

The concepts from the Habernal et al. (2023)
dataset:

1. Distinguishing

2. Scope of Assessment

3. Consensus of the Procedural Parties

4. Meaning & Purpose Interpretation

5. Proportionality Test - Appropriateness

6. Proportionality Test - Legitimate Purpose

7. Proportionality Test - Legal Basis

C Longformer and Binary Setup Results

C.1 Longformer Three Way Classification
Model

Tables 7 and 8 present the results of the Contrastive
Explanation, Integrated Gradients and Concept Era-
sure on the Longformer three way outcome predic-
tion model. The results corroborate the results seen
in Section 8, namely low correlation scores be-
tween contrastive explanation and integrated gradi-
ents importance scores against silver rationales, and
unchanged outcome prediction scores after concept
erasure. Given the lack of difference between the
results with the Longformer model and the LEGAL-
BERT model, we conclude that the effect observed
in this study is not due to some idiosyncratic be-
havior of LEGAL-BERT.

Class Method Spearman Kendall
coeff. p-value coeff. p-value

null
IG -0.028 0.000 -0.026 0.000
CE 0.011 0.180 0.009 0.180

random 0.003 0.733 0.002 0.733

pos
IG 0.010 0.303 0.009 0.303
CE -0.060 0.000 -0.049 0.000

random -0.009 0.322 -0.007 0.322

neg
IG -0.019 0.205 -0.018 0.205
CE -0.039 0.013 -0.032 0.013

random 0.001 0.926 0.001 0.926

Table 7: Results of the correlation study between the
importance scores from Integrated Gradients (IG), Con-
trastive Explanations (CE) and random baseline on the
one hand, and the Silver Rationales annotations on the
other hand. The class refers to the ground truth. Sta-
tistically significant (p-value < 0.05) correlations are in
bold.

C.2 LEGAL-BERT Binary Classification
Model

Tables 9 and 10 present the results of the Con-
trastive Explanation, Integrated Gradients and Con-
cept Erasure on the LEGAL-BERT binary outcome
prediction model. The results corroborate the re-
sults seen in Section 8, namely low correlation
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E
rased

C
oncept

Concept Task Outcome Task Concept Task Outcome Task
Acc F1 F1 Acc F1 F1

maj pre post pre post null pos neg maj pre post pre post null pos neg
None – – – – – .93 .57 .36 – – – – – .93 .38 .15

Legal Argument Mining (Habernal et al., 2023)
Development Set Test Set

1 .79 .86 .76 .60 .22 .93 .57 .36 .91 .68 .86 .00 .40 .94 .38 .15
2 .90 .86 .90 .33 .00 .93 .57 .39 .91 .82 .91 .33 .00 .94 .38 .16
3 .52 .48 .52 .35 .00 .93 .57 .36 .50 .50 .50 .42 .00 .94 .38 .21
4 ..97 .97 .97 .00 .00 .93 .57 .39 .91 .91 .91 .00 .00 .95 .38 .17
5 .72 .72 .72 .79 .84 .94 .57 .41 .73 .68 .73 .76 .84 .94 .38 .21
6 .59 .59 .59 .46 .00 .93 .55 .37 .59 .64 .59 .43 .00 .94 .38 .22
7 .52 .66 .59 .67 .63 .94 .57 .41 .59 .41 .27 .48 .43 .94 .38 .16

Legal Reasoning Factors (Mumford et al., 2023)
Development Set Test Set

1 .52 .52 .52 .30 .00 .93 .45 .27 .75 .66 .75 .15 .00 .94 .29 .50
2 .86 .86 .83 .33 .00 .93 .48 .26 .91 .88 .91 .00 .00 .94 .27 .46
3 .62 .69 .62 .47 .00 .93 .48 .26 .97 .94 .97 .00 .00 .94 .29 .50
4 .90 .79 .90 .40 .00 .92 .48 .25 .84 .78 .84 .22 .00 .94 .32 .50
5 .83 .76 .83 .22 .00 .93 .50 .25 .88 .78 .88 .36 .00 .94 .29 .50
6 .97 .93 .97 .50 .00 .93 .48 .26 .97 .88 .94 .00 .00 .94 .30 .50
7 .79 .66 .79 .17 .00 .92 .50 .24 .75 .56 .75 .13 .00 .94 .32 .54
8 .83 .66 .83 .78 .91 .93 .48 .26 .75 .59 .75 .70 .86 .94 .29 .50
9 .62 .76 .79 .67 .75 .93 .48 .26 .75 .75 .75 .33 .56 .93 .32 .51
10 .83 .66 .79 .17 .00 .93 .50 .25 .78 .69 .78 .17 .22 .94 .32 .45
11 .93 .97 .93 .67 .00 .93 .48 .26 .94 .88 .94 .00 .00 .94 .29 .42
12 .76 .90 .76 .80 .00 .92 .48 .25 .88 .81 .88 .25 .00 .94 .33 .50
13 .90 .79 .90 .00 .00 .93 .50 .26 .84 .75 .84 .20 .00 .93 .32 .46
14 .90 .90 .90 .40 .00 .92 .48 .25 .88 .72 .88 .00 .00 .94 .30 .46
15 .90 .93 .90 .50 .00 .92 .48 .25 .97 1.00 .97 .67 .00 .94 .32 .45
16 .93 .66 .93 .17 .00 .92 .50 .24 .75 .66 .75 .35 .00 .94 .29 .47
17 .97 .97 .97 .67 .00 .93 .48 .26 .94 .94 .94 .00 .00 .94 .30 .46
18 .76 .79 .76 .50 .00 .93 .48 .26 ..84 .84 .84 .29 .00 .94 .30 .42
19 .97 .90 .97 .40 .00 .93 .48 .26 .97 .94 .97 .50 .00 .94 .29 .46
20 .79 .69 .79 .47 .57 .93 .48 .26 .66 .72 .50 .61 .33 .94 .32 .54

Table 8: Results of the Concept Erasure method with the Longformer three way outcome prediction model: accuracy
and F1 scores of the outcome prediction model as well as concept prediction model pre- and post-projection,
including a majority class baseline for concept prediction. Statistically significant differences between pre- and
post-projection predictions are marked in bold. The concepts are listed in appendix B.
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between the importance scores assigned by con-
trastive explanation and integrated gradients meth-
ods against silver rationales, as well as no change in
outcome prediction performance after concept era-
sure. Based on the lack of difference between the
results observed with the ternary and binary setups,
we conclude that the results cannot be accounted
for by the more difficult three way classification
task.

Class Method Spearman Kendall
coeff. p-value coeff. p-value

neg
IG 0.041 0.000 0.038 0.000
CE 0.011 0.483 0.083 0.483

random 0.010 0.371 0.008 0.371

pos
IG 0.015 0.388 0.014 0.388
CE 0.026 0.367 0.021 0.367

random 0.028 0.411 0.073 0.411

Table 9: Results of the correlation study between the
importance scores from Integrated Gradients (IG), Con-
trastive Explanations (CE) and random baseline on the
one hand, and the Silver Rationales annotations on the
other hand. The class refers to the ground truth. Sta-
tistically significant (p-value < 0.05) correlations are in
bold.
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E
rased

C
oncept

Concept Task Outcome Task Concept Task Outcome Task
Acc F1 F1 Acc F1 F1

maj pre post pre post maj pre post pre post
None – – – – – .76 – – – – – .76

Legal Argument Mining (Habernal et al., 2023)
Development Set Test Set

1 .79 .79 .79 .25 .00 .76 .93 .86 .91 .40 .00 .75
2 .90 .86 .90 .33 .00 .76 .93 .91 .91 .00 .00 .75
3 .52 .55 .48 .55 .29 .78 .50 .59 .50 .61 .15 .75
4 .97 .97 .97 .00 .00 .78 .91 .91 .91 .00 .00 .75
5 .72 .79 .62 .84 .74 .78 .73 .64 .64 .73 .75 .75
6 .59 .52 .55 .50 .38 .78 .59 .59 .59 .53 .40 .75
7 .52 .62 .41 .67 .56 .78 .59 .50 .36 .52 .53 .75

Legal Reasoning Factors (Mumford et al., 2023)
Development Set Test Set

1 .52 .45 .52 .27 .00 .76 .75 .72 .75 .47 .00 .75
2 .86 .83 .86 .00 .00 .76 .91 .91 .91 .00 .00 .76
3 .62 .69 .62 .53 .00 .76 .97 1.00 .97 1.00 .00 .76
4 .90 .69 .90 .00 .00 .77 .84 .84 .84 .55 .00 .76
5 .83 .83 .83 .00 .00 .76 .88 .84 .88 .00 .00 .76
6 .97 .97 .97 .00 .00 .77 .97 .97 .97 .00 .00 .76
7 .79 .62 .79 .00 .00 .77 .75 .75 .75 .33 .00 .76
8 .83 .79 .83 .88 .91 .76 .75 .81 .75 .88 .86 .75
9 .62 .83 .62 .78 .00 .77 .75 .72 .75 .40 .00 .75
10 .83 .86 .83 .60 .00 .77 .78 .78 .78 .36 .00 .76
11 .93 .93 .93 .00 .00 .77 .94 .93 .93 .00 .00 .76
12 .76 .86 .76 .67 .00 .77 .88 .72 .88 .00 .00 .76
13 .90 .76 .90 .00 .00 .77 .84 .66 .84 .00 .00 .76
14 .90 .90 .86 .00 .00 .76 .88 .84 .88 .00 .00 .76
15 .90 .90 .90 .00 .00 .77 .97 .94 .97 .00 .00 .76
16 .93 .86 .93 .33 .00 .77 .75 .72 .75 .31 .00 .76
17 .97 .93 .97 .00 .00 .77 .94 .91 .94 .00 .00 .76
18 .76 .72 .76 .00 .00 .76 .84 .81 .84 .00 .00 .76
19 .97 .97 .97 .00 .00 .76 .97 .97 .97 .00 .00 .75
20 .79 .69 .79 .31 .00 .77 .66 .75 .66 .63 .00 .75

Table 10: Results of the Concept Erasure method with the LEGAL-BERT binary outcome prediction model:
accuracy and F1 scores of the outcome prediction model as well as concept prediction model pre- and post-
projection, including a majority class baseline for concept prediction. Statistically significant differences between
pre- and post-projection predictions are marked in bold. The concepts are listed in appendix B.
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