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Abstract

In recent years, Natural Language Generation
(NLG) techniques have greatly advanced, espe-
cially in the realm of Large Language Models
(LLMs). With respect to the quality of gen-
erated texts, it is no longer trivial to tell the
difference between human-written and LLM-
generated texts (i.e., deepfake texts). While
this is a celebratory feat for NLG, it poses new
security risks (e.g., the generation of misin-
formation). To combat this novel challenge,
researchers have developed diverse techniques
to detect deepfake texts. While this niche field
of deepfake text detection is growing, the field
of NLG is growing at a much faster rate, thus
making it difficult to understand the complex in-
terplay between state-of-the-art NLG methods
and the detectability of their generated texts.
To understand such inter-play, two new com-
putational problems emerge: (1) Deepfake Text
Attribution (DTA) and (2) Deepfake Text Obfus-
cation (DTO) problems, where the DTA prob-
lem is concerned with attributing the author-
ship of a given text to one of & NLG meth-
ods, while the DTO problem is to evade the
authorship of a given text by modifying parts
of the text. In this cutting-edge tutorial, there-
fore, we call attention to the serious security
risk both emerging problems pose and give
a comprehensive review of recent literature
on the detection and obfuscation of deepfake
text authorships. Our tutorial will be 3 hours
long with a mix of lecture and hands-on exam-
ples for interactive audience participation. You
can find our tutorial materials here: https:
//tinyurl.com/naacl24-tutorial.

1 Introduction

Since the advent of the Transformer network archi-
tecture (Vaswani et al., 2017) in 2018, the field of
NLG has exponentially expanded. This architec-
tural design led to the development of GPT-1 (Rad-
ford et al., 2018), the first installment in deepfake
text generative models that are capable of gener-
ating long-coherent texts. Since then there have
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been several (i.e., GPT-4 (OpenAl, 2023), Flan-T5
(Chung et al., 2022), LlaMA (Meta, 2023), etc).
In fact, with each new installment in the world
of long-coherent text generation, these generated
texts become more and more human-like. Such
LLM-generated texts are referred to as deepfake
texts. While this is a great feat for the field of
NLG and has several impactful applications, such
text generators pose a security risk. This security
risk is the potential inability to distinguish human-
written texts from deepfake texts, which allows for
malicious users of such NLG models to generate
misinformation (Zellers et al., 2019; Uchendu et al.,
2020), and propaganda (Varol et al., 2017).

Therefore, we have 2 problems to tackle - (1) dis-
tinguish deepfake texts from human-written texts,
and (2) detect obfuscated (i.e., a technique to
evade detection) deepfake texts. While several re-
searchers are working on these two problems, a
few issues with deepfake text generation have been
highlighted by other researchers. These issues or
limitations include: (1) memorization & plagiariz-
ing of training set (Carlini et al., 2021; Duskin et al.,
2021; Lee et al., 2022), (2) generation of toxic &
harmful speech (Pavlopoulos et al., 2020; Venkit
et al., 2023; Deshpande et al., 2023), (3) genera-
tion of hallucinated text (Zhou et al., 2021; Ji et al.,
2023), (4) generation of misinformation (Jawahar
et al., 2020; Pan et al., 2023; Shevlane et al., 2023),
etc.

Such limitations of deepfake text generators, fur-
ther confirm the need to reliably distinguish human-
written and deepfake texts. Thus, in this tutorial,
we explore the following: (1) Deepfake Text Attri-
bution (DTA) which involves correctly attributing
the authorship of a given text to one of £ NLG meth-
ods, and (2) Deepfake Text Obfuscation (DTO) that
focus on evading the authorship of a given text by
modifying parts of the text.
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2 Target Audience & Prerequisites

The target audience includes graduate stu-
dents, practitioners, and researchers attending the
NAACL conference, coming from different areas
of the Machine Learning (ML)/Natural Language
Processing (NLP)/Computational Linguistics (CL)
field. Basic common knowledge in NLP and ML
would be helpful but not required. We plan to make
the tutorial as self-contained as possible for a wider
audience. We expect about 50-70 participants to
attend our tutorial. Lastly, we believe that this
tutorial will be most suited to the NAACL 2024
conference.

3 Tutorial Type

Hence, we propose a cutting-edge tutorial with
hands-on examples that will present the current
research on deepfake text detection. Our tutorial
will be mainly a mix of lecture and hands-on
style. It will include examples of the generation,
detection, and obfuscation of deepfake texts for
interactive participation from the audience.

4 Tutorial Outline

The materials of our tutorial will mainly contain
lecture-based slideshows of this cutting-edge niche
field. Although we are delivering the tutorial in lec-
ture style, we also include a few quick interactive
activities to showcase real-life examples of deep-
fake texts and their implications. They will be polls,
binary/multiple-choice, and group-based questions.

4.1 Introduction and Background (30
minutes)

This section will introduce the topic of NLG and
the many improvements it has seen since the incor-
poration of the Transformer network into Language
models. After this introduction, we will briefly dis-
cuss deepfake text generation. Next, we motivate
the many benefits of deepfake texts as well as the
risks they could pose. This will allow us to tran-
sition to briefly introducing the main problem -
deepfake text attribution and obfuscation. Finally,
we provide an outline of the tutorial which will in-
clude topics that would be covered and not covered
in the tutorial.

Then, we will focus on the evolution of deepfake
text generation and detection. We will also briefly
introduce the history of Deepfake Text Attribution

(DTA) and Deepfake Text Obfuscation (DTO). Par-
ticularly, we will discuss the different terminolo-
gies used to describe deepfake texts (such as artifi-
cial texts, synthetic texts, machine-generated texts,
etc.). As this is still a relatively new field, there
is still no agreed-upon universal term for deepfake
text generation. We will also briefly highlight why
we use the term deepfake texts generation, instead
of the other terms.

4.2 Deepfake Text Attribution (40 minutes)

This section will present the following sub-topics:

1. Interactive Activity. We start this session by
inviting the audience to join in a hands-on ac-
tivity. The attendees will be asked to detect
some examples of human-written v.s. deep-
fake texts. We will prepare paper handouts
for the audience for this activity, which will
include all the needed descriptions. In the hy-
brid setting, we will show the material through
the provided video call system (e.g., Zoom).
Through this activity, we want the attendees
to grasp the difficulty of detecting deepfake
texts, due to the challenges of distinguishing
them from human-written ones.

2. Datasets. We will introduce several relevant
publicly available English and multilingual
datasets across different domains such as Tur-
ingBench dataset (Uchendu et al., 2021), M4
(Wang et al., 2023), Med-MMHL (Sun et al.,
2023), DeepfakeTextDetect (Li et al., 2023),
etc.

3. Computational Approaches. We will
present the different ways in which re-
searchers have tackled the problem of deep-
fake text detection. We will also discuss the
limitations of the current computational ap-
proaches and potential ways the ML/NLP/CL
communities could mitigate or solve such lim-
itations. Some of the current SOTA automated
DTA approaches include GPT-2 Output De-
tector', DetectGPT (Mitchell et al., 2023),
GPTZero?, etc.

4. Human Approaches. We will present and
discuss the several ways in which researchers
have attempted to improve human detection

1https ://huggingface.co/spaces/openai/
openai-detector
https://gptzero.me/
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(Clark et al., 2021; Ippolito et al., 2020; Dugan
et al., 2020; Pillutla et al., 2021; Gehrmann
et al., 2019; Dou et al., 2021; Uchendu et al.,
2023b; Perkins et al., 2023) of deepfake texts.

4.3 Watermarking LLMs (25 minutes)

In addition, we will discuss several watermarking
techniques (Kirchenbauer et al., 2023; Yoo et al.,
2023; Zhao et al., 2023), another computational
approach to mitigating the potential negative ef-
fects of deepfake text generation. Watermarking
essentially embeds a hidden pattern into a text such
that the pattern enables its detection by deepfake
text detectors while being imperceptible to the hu-
man eye. This has implications for inhibiting mis-
use, misattribution and Intellectual Property (IP)
infringement of deepfake texts, and is a growing
and increasingly crucial line of work for the safe
and large-scale deployment of LLMs in real-world
settings.

4.4 QUESTIONS (10 minutes)
4.5 BREAK (30 minutes)

4.6 Obfuscation of Deepfake Texts (40
minutes)

This section will present the following sub-topics:

1. Deepfake Text Obfuscation Techniques. We
first introduce the definitions of DTO task and
how it is different from adversarial attacks.
Then, we will briefly describe some of the cur-
rent SOTA DTO algorithms (e.g., (Mahmood
et al., 2019; Haroon et al., 2021)) and also
some relevant adversarial attack techniques on
text. Then, we discuss in detail all the research
that has been done in this area to highlight
the lack of adversarial robustness of SOTA
DTA models for deepfake texts detection (Jun
et al., 2022; Crothers et al., 2022; Gagiano
et al., 2021; Wolff and Wolff, 2020). Next, we
discuss the gaps in the literature, the future
direction of problems in this domain, and the
ways in which the ML, NLP and CL commu-
nity could contribute and improve upon the
current landscape.

2. Interactive Game. We will demonstrate a
demo for adversarially perturbing the deep-
fake texts in real-time to mislead the deepfake
texts DTA detectors to misclassify. For this
demonstration, we will utilize the ChatGPT
Detectors - GPTZero, and ZeroGPT.

4.7 Applications and Implications (15
minutes)

We will use this session to encourage the audience
to ponder how deepfake texts will influence their
sub-discipline community. In particular, we will
discuss how improvements in DTA and DTO tasks
could be applied to similar problems like fake news
detection, hallucinated text detection, chatbot de-
tection, hate speech detection, etc. We will also
briefly discuss conversational Al models, such as
ChatGPT under the context of the tutorial (e.g.,
distinguishing between human and automated con-
versational agents via DTA). Finally, we will then
focus our talk on discussing one to two specific sce-
narios where deepfake texts can be utilized for both
good and malicious purposes. We will encourage
the audience to engage in the discussion via live
polling.

4.8 Future Direction (10 minutes)

In this section, we will present and discuss the fu-
ture directions in this field and potential ways the
ML, NLP, and CL communities can both benefit
and assist. These directions include the building of
(1) explainable & Intuitive DTA models for deep-
fake text detection, (2) robust style-based classifier,
and (3) deepfake text obfuscation for k > 2 au-
thors.

4.9 QUESTIONS (15 minutes)
5 Reading List

The references included in this tutorial proposal are
relevant references to help the audience get more
acquainted with the topic. Also, this NAACL 2024
tutorial will be largely drawn from the authors’
recent survey paper (Uchendu et al., 2023a).

6 Tutors

Presenters of this tutorial include a diverse group of
researchers. See below for their brief biographies.

+ Adaku Uchendu? is a Technical Staff mem-
ber (Al researcher) at MIT Lincoln Lab. She
recently earned her Ph.D. in Information Sci-
ences and Technology from Penn State Uni-
versity. She was a Sloan scholarship fel-
low, an NSF CyberCorps SFS scholar, and
a Button-Waller fellow. Her dissertation is
titled Reverse Turing Test in the Age of Deep-
fake Texts. She has authored several papers
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in deepfake text detection at top-tier confer-
ences & journals - EMNLP, KDD Exploration,
Web Conference, AAAI HCOMP, NAACL,
etc. In addition, she led two similar Tu-
torials titled, Tutorial on Artificial Text De-
tection (Uchendu et al., 2022) at the INLG
conference in July 2022 and Catch Me If
You GAN: Generation, Detection, and Ob-
fuscation of Deepfake Texts (Fionda et al.,
2023) at the Web conference in April 2023.
Also, she will give a similar tutorial (with
the same title as this proposal) at the 2023
NSF Cybersecurity Summit in October 2023.
More details of her research can be found at:
https://adauchendu.github.io/.

E-mail: adaku.uchendu@ll.mit.edu

Saranya Venkatraman is a Ph.D. student
at Penn State University, working under the
guidance of Dr. Dongwon Lee in the Col-
lege of Information Sciences and Technology.
Her research focuses on using psycholinguis-
tics theories and theories of human cogni-
tion to inform natural language processing
techniques, with a focus on deepfake text de-
tection and deepfake text obfuscation. She
also contributed to and presented a Tutorial
on Artificial Text Detection (Uchendu et al.,
2022) at the INLG conference, in July 2022
and has published in top-tier conferences like
AAAI EMNLP, EACL, NAACL, and CHL
More details of her research can be found

at: https://saranya-venkatraman.

github.io/.
E-mail: saranyav@psu.edu

Thai Le is joining the Department of Com-
puter Science at Indiana University as an As-
sistant Professor. He has been an Assistant
Professor at the University of Mississippi,
worked at Amazon Alexa, and obtained his
doctorate from The Pennsylvania State Uni-
versity. He has published several relevant
works at top-tier conferences such as KDD,
ICDM, ACL, EMNLP, and Web Conference.
He is also one of the Instructors in a similar
Tutorial presented at the Web conference in
April 2023 and the 2023 NSF Cybersecurity
Summit in October 2023. In general, he re-
searches the trustworthiness of machine learn-
ing and Al, with a focus on explainability and
adversarial robustness of machine learning

models. More details of his research can be
found at: https://lethaig.github.
io/tqgl3.

E-mail: legthai.vn@gmail.com

* Dongwon Lee is a Full Professor in the Col-
lege of Information Sciences and Technology
(a.k.a. iSchool) at Penn State University, and
also an ACM Distinguished Scientist and Ful-
bright Cyber Security Scholar. Before start-
ing at Penn State, he worked at AT&T Bell
Labs and obtained his Ph.D. in Computer Sci-
ence from UCLA. From 2015 to 2017, he also
served as a Program Director at National Sci-
ence Foundation (NSF), co-managing cyber-
security education and research programs and
contributing to the development of national
research priorities. In general, he researches
problems in the areas of data science, machine
learning, and cybersecurity. Since 2017, in
particular, he has led the SysFake project at
Penn State, investigating computational and
socio-technical solutions to better combat fake
news. More details of his research can be
found at: http://pike.psu.edu. Pre-
viously, he has given nine tutorials at vari-
ous venues, including WWW, AAAI, CIKM,
SDM, ICDE, and WebSci.

E-mail: dongwon@psu.edu

7 Previous Tutorials

Adaku, Thai, and Dongwon presented a similar tu-
torial at the ACM Web conference in April 2023,
titled “Catch Me If You GAN: Generation, Detec-
tion, and Obfuscation of Deepfake Texts™*. Further-
more, the tutors led the same tutorial at the 2023
NSF Cybersecurity Summit in October 2023. How-
ever, due to the growing interest in deepfake text
detection, and the emerging strategies to ascertain
the authorship of deepfake texts, we introduce an-
other tutor, Saranya Venkatraman for the NAACL
Tutorial to include latest developments, such as
watermarking strategies of deepfake texts both in
theory and practical applications.

8 [Ethics Statement

While we highlight the potential negative applica-
tions of LLMs to motivate the creation of solutions
to mitigate their effects, we understand that malev-
olent actors could use such knowledge maliciously.

*https://adauchendu.github.io/
Tutorials/
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However, since the focus of our tutorial is on miti-
gation, we believe that the benefits of this tutorial
outweigh the risks. Additionally, our tutorial will
also include strategies, like watermarking that can
be used by creators of LLMs to further mitigate the
potential negative exploitation of LLMs.
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