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Abstract

To reduce the cost of training models for each
language for developers of natural language
processing applications, pre-trained multilin-
gual sentence encoders are promising. How-
ever, since training corpora for such multilin-
gual sentence encoders contain only a small
amount of text in languages other than En-
glish, they suffer from performance degrada-
tion for non-English languages. To improve the
performance of pre-trained multilingual sen-
tence encoders for non-English languages, we
propose a method of automatic translating a
source sentence into English and then inputting
it together with the source sentence in a multi-
source manner. Experimental results on sen-
timent analysis and topic classification tasks
in Japanese revealed the effectiveness of the
proposed method.

1 Introduction

Fine-tuning of pre-trained sentence encoders (De-
vlin et al., 2019; Liu et al., 2019) has been re-
markably successful in a variety of NLP (natu-
ral language processing) application tasks (Wang
et al., 2018). Pre-trained sentence encoders have
developed in the direction not only of higher ac-
curacy (Clark et al., 2020; He et al., 2021) and
efficiency (Sanh et al., 2019; Zafrir et al., 2019),
but also of multilingualization, with pre-trained
multilingual sentence encoders such as mBERT
and XLM-R (Lample and Conneau, 2019; Conneau
et al., 2020), which are capable of handling 100
languages, being widely used (Liang et al., 2020).
Since it is costly for developers to train models
for each language, these multilingual sentence en-
coders are promising for the efficient multilingual
deployment of NLP applications.

However, the training data for existing multilin-
gual sentence encoders is dominated by English
texts, with only a few percent in other languages.
Table 1 shows a breakdown of the languages in
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Language Number of web pages %
English 1,440 M  46.2
Russian 182M 5.8
German 180M 5.8
French 146 M 4.7
Chinese 144M 4.6
Spanish 142M 45
Japanese 138M 44

Table 1: Most 7 languages in Common Crawl corpus.

the Common Crawl corpus' used to train XLM-R,
one of the popular multilingual sentence encoders.
This table shows that about half of the training
data for the multilingual sentence encoder is En-
glish text, even Russian and German, which are the
next largest languages, account for only about 6%,
and other languages, such as Japanese, account for
very little, less than 5%. Therefore, in languages
such as Japanese, where training data is scarce and
the grammatical structure differs significantly from
that of English, the performance of the multilingual
sentence encoder is degraded (Pires et al., 2019;
Ahuja et al., 2023).

To address this issue, we propose a method to
improve the performance of multilingual sentence
encoders in non-English languages by exploiting
English, which is rich in the training data of multi-
lingual sentence encoders. Our proposed method
combines a non-English source sentence and its
machine translation into English in a multi-source
manner for input to a multilingual sentence en-
coder. We expect that utilizing English translations
gives multilingual sentence encoders the benefit of
large-scale pre-training. Although machine trans-
lation may contain translation errors, multi-source
modeling with the source sentence can mitigate the
negative effects of semantic changes.

1https: //commoncrawl.github.io/
cc-crawl-statistics/plots/languages
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Experimental results on sentiment polarity clas-
sification of Japanese SNS (social networking
service) posts’ (Kajiwara et al., 2021; Suzuki
et al., 2022) and topic classification of Japanese
news titles® reveal the effectiveness of our multi-
source modeling. In addition, our detailed analy-
sis revealed that the performance of the proposed
method is insensitive to differences in machine
translation quality, that the proposed method is
also effective for non-English languages other than
Japanese, and that the proposed method is effective
independent of the training corpus size.

2 Related Work

2.1 Multilingual Sentence Encoders

Following the success of masked language model-
ing (Devlin et al., 2019; Liu et al., 2019) in mono-
lingual pre-training, its multilingual versions are
being developed. Widely used multilingual sen-
tence encoders include mBERT* (Devlin et al.,
2019), pre-trained on Wikipedia in 104 languages,
DistilmBERT (Sanh et al., 2019), its knowledge-
distilled version, and XLM-R? (Lample and Con-
neau, 2019; Conneau et al., 2020), pre-trained on
Common Crawl in 100 languages.

These multilingual sentence encoders are Trans-
former encoders (Vaswani et al., 2017) pre-trained
with masked language modeling on corpora in mul-
tiple languages. Training corpus sizes for these
models significantly vary between languages. As
shown in Table 1, each of the non-English lan-
guages contains less than a few percent of the en-
tire training corpus. This leads to degraded perfor-
mance of multilingual sentence encoders in non-
English languages (Pires et al., 2019; Ahuja et al.,
2023).

2.2 Multi-Source Modeling

Previous research has improved the performance
of NLP models by combining multiple input sen-
tences. Zoph and Knight (2016) proposed a method
of multi-source machine translation that utilizes a
multilingual parallel corpus consisting of sentences
in three or more languages that express the same
meaning. For example, machine translation into En-
glish by inputting two sentences, one in French and

2https://github.com/ids-cv/wrime
Shttps://www.rondhuit.com/download. html#ldcc
4https ://github.com/google-research/bert/blob/
master/multilingual.md
Shttps://github.com/facebookresearch/XLM

Multilingual Sentence Encoder

T

‘ [CLS] ;B F h7=A 71T E 11 [SEP] Umbrella was stolen !! [SEP]

)

Source Sentence Machine Translation Translated Sentence
(non-English) (to English) (in English)
BEFNFEALTEN » Umbrella was stolen !!

Figure 1: Overview of the proposed method

the other in German, can improve translation qual-
ity compared to a single-sentence input. Instead
of an encoder for each language, a simplified ver-
sion of multi-source machine translation based on
a single multilingual encoder (Dabre et al., 2017)
is also being studied. While these previous stud-
ies on multi-source machine translation require the
special resource of a multilingual parallel corpus
consisting of three or more languages, this study,
by contrast, addresses multi-source modeling in a
generic way that can be applied in any NLP task.

3 Proposed Method

To improve the performance of pre-trained multi-
lingual sentence encoders, we propose a method
to transform source texts into synonymous expres-
sions that perform well for the model. In this study,
we assume that expressions that occur frequently in
the pre-trained corpus are easy for the model to pro-
cess, and machine translate lower-frequency non-
English sentences into higher-frequency English
sentences, which are then input to a multilingual
sentence encoder. To reduce the effect of noise dur-
ing machine translation, we employ multi-source
modeling (Dabre et al., 2017), in which sentences
before and after the machine translation are con-
catenated and input.

An overview of the proposed method is shown in
Figurel. We target non-English languages and as-
sume situations where machine translation models
from the target language to English are available.

First, the given source sentence is machine-
translated, and the sequence “[CLS] source sen-
tence [SEP] English translation [SEP]” is input to
the multilingual sentence encoder. As shown in Ta-
ble 1, since many English expressions are included
in the training corpus of the multilingual sentence
encoder, multi-source modeling via machine trans-
lation can be expected to improve performance by
adding high-frequency expressions that are easier
for the multilingual sentence encoder.
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WRIME (QWK)

Livedoor (Accuracy)

A.Source B. English A+B (Proposed) A.Source B.English A+B (Proposed)
DistillmBERT 0.446 0.453 0.465 0.851 0.778 0.855
mBERT 0.473 0.449 0.476 0.862 0.790 0.864
XLM-R (base) 0.555 0.503 0.561 0.859 0.791 0.867
XLM-R (large) 0.587 0.495 0.598 0.870 0.796 0.873

Table 2: Experimental results on the Japanese text classification tasks. Scores that improve over the baseline (A),
which uses only the source sentence, are highlighted in bold.

4 Experiments

We evaluate the effectiveness of the proposed
method on Japanese text classification tasks for
four pre-trained multilingual sentence encoders.

4.1 Experimental Setup
4.1.1 Task

We experimented with two Japanese text classifica-
tion tasks: sentiment polarity classification of SNS
posts and topic classification of news titles.

For Japanese sentiment polarity classification,
we used the WRIME corpus? (Kajiwara et al., 2021;
Suzuki et al., 2022). This is a corpus of Japanese
SNS posts annotated by the writers with their own
sentiment polarity on a 5-point scale of [-2, -1, 0,
+1, +2]. As shown in Table 3, we used the corpus
split into training and evaluation corpora according
to the official settings. For evaluation, we used
Quadratic Weighted Kappa (QWK) (Cohen, 1968).

For Japanese topic classification, we used the
Livedoor news corpus.® This is a corpus of
Japanese news articles annotated with nine top-
ics. Although this corpus contains both the main
text and headlines of articles, only the headlines
were used in this experiment. As shown in Table 3,
we used the corpus split into training and evalua-
tion corpora according to the official settings. For
evaluation, we used Accuracy.

4.1.2 Model

For Japanese to English machine translation model,
we used a 6-layer, 512-dimensional 8-attention-
head Transformer (Vaswani et al., 2017) imple-
mented using the fairseq toolkit® (Ott et al., 2019).
This machine translation model was trained on
JParaCrawl’ (Morishita et al., 2020, 2022), an
English-Japanese parallel corpus. A beam search
with a beam width of 5 was applied for decoding.
Shttps://github.com/facebookresearch/fairseq

7https://www.kecl.ntt.co.jp/icl/lirg/
jparacrawl/

Train Valid Test
WRIME 30,000 2,500 2,500
Livedoor 5,894 737 736

Table 3: Number of sentences for each corpus.

Four pre-trained multilingual sentence encoders
were evaluated using HuggingFace Transform-
ers (Wolf et al., 2020): DistilmBERT® (Sanh et al.,
2019), mBERT® (Devlin et al., 2019), XLM-R
(base'? and large”) (Lample and Conneau, 2019;
Conneau et al., 2020). They are multilingual sen-
tence encoders that have been pre-trained with
masked language modeling and are capable of han-
dling approximately 100 languages, including En-
glish and Japanese.

For fine-tuning pre-trained multilingual sentence
encoders, we used AdamW (Loshchilov and Hutter,
2019) for optimization, with a maximum learning
rate of 2 x 10~° and a batch size of 64 tokens,
and training was stopped by early stopping with
3 epochs of patience on evaluation metric in the
validation dataset. We report the average of three
evaluations, except for the maximum and minimum
values, of five evaluations with different random
seed values.

4.2 Results

Table 2 shows the experimental results. All mul-
tilingual sentence encoders consistently achieve
higher performance with the multi-source input
(A+B) compared to the baseline with only the
source sentence, revealing the effectiveness of the
proposed method.

8https://huggingface.co/
distilbert-base-multilingual-cased
‘https://huggingface.co/
bert-base-multilingual-cased
10https://huggingface.co/xlm-roberta—base
"https://huggingface.co/x1m-roberta-large
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WRIME (QWK)

Livedoor (Accuracy)

Multi-Source

Multi-Source

Baseline Big Base Small M2MI100 Baseline Big Base Small M2M100
DistillmBERT 0.446  0.464 0465 0.458 0.467 0.851  0.857 0.855 0.858 0.846
mBERT 0473  0.481 0476 0.483 0.479 0.862 0.861 0.864 0.863 0.864
XLM-R (base) 0.555 0.543 0.561 0.562 0.562 0.859  0.872 0.867 0.860 0.860
XLM-R (large) 0.587 0.580 0.598 0.589 0.584 0.870  0.880 0.873 0.876 0.879

Table 4: Experimental results of multi-source text classification based on machine translation with different
translation quality. As shown in Table 5, the more left model is a higher quality machine translation.

When the English translation of the source sen-
tence (B) is used as a stand-alone, the performance
is often worse than the baseline with only the
source sentence. This is assumed to be due to
the effect of translation errors caused by machine
translation. However, since the English translation
contains translation errors but also includes useful
expressions that are easy for multilingual sentence
encoders, the multi-source input in combination
with the source sentence improves the text classifi-
cation performance.

4.3 Impact of Translation Quality

To analyze the impact of machine translation per-
formance on the multi-source input of the pro-
posed method, we conducted the same experiments
using four Japanese to English machine transla-
tion models with different translation quality. For
Japanese to English machine translation models,
we used pre-trained models (Big, Base, Small)
on JParaCrawl (Morishita et al., 2020, 2022) and
M2M100'%(Fan et al., 2021), which can trans-
late between 100 languages. The model struc-
ture of each machine translation model and the
translation quality BLEU (Papineni et al., 2002) on
the WMT20 news translation task (Barrault et al.,
2020) are shown in Table 5.

Table 4 shows the experimental results. In 27 of
the 32 experimental settings, the proposed method
improved the text classification performance. In
particular, the multi-source input was always ef-
fective when using the medium-quality machine
translation models of Base and Small. The text clas-
sification performance sometimes worsened when
using the Big model with the highest translation
quality and the M2M100 model with the lowest
translation quality. Poor translation quality may
cause translation errors to mislead text classifica-
tion, but understanding the cause of the negative im-

Zhttps://huggingface.co/facebook/m2m100_418M

BLEU #Layers # Heads # Dimension
Big 24.0 6 16 1,024
Base 21.3 6 8 512
Small 20.0 6 4 512
M2M100  16.2 12 16 1,024

Table 5: Model structure and translation quality for each
machine translation model. The translation quality here
is BLEU score on the Ja — En news translation task.

A.Source B. English A+B (Proposed)
French 0.941 0.894 0.942
Korean 0.842 0.766 0.844

Table 6: Experimental results in non-English languages
other than Japanese. Accuracy of the two-class senti-
ment polarity classification task in French and Korean.

pact of the high-quality machine translation model
remains our future work.

4.4 Experiments in Other Languages

To evaluate the effectiveness of the proposed
method in languages other than Japanese, we ex-
perimented with sentiment polarity classification in
French and Korean. Note that the statistics on the
amount of training data (number of Web pages) for
the multilingual sentence encoder shown in Table 1
show that Japanese accounts for 138M pages or
4.4% of the total, French for 146M pages or 4.7%
of the total, and Korean for 21M pages or 0.7% of
the total.

For sentiment polarity classification, we used
Allociné!? for French and NSMC'* for Korean.
Both are binary classification tasks that annotate
movie review texts with positive or negative sen-
timent polarity. We selected 30,000 sentences for
training and 2,500 sentences for each validation

13ht’cps: //huggingface.co/datasets/allocine
“https://github.com/e9t/nsmc
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Label Gold: +2 Pred: -2 (Only Source)  Pred: +1 (Multi-Source)
Source WIOTHDIZAM=TT, HEAEBIZHONL S, EERL W
English It was my first time in Estonia, and I was saved by Japanese food.
Label Gold: +1 Pred: +1 (Only Source)  Pred: -1 (Multi-Source)
Source D ~HN A, KFHLWEALD, WHENS 72T,

English  Wow, I feel like I’'m going to brew coffee.

Table 7: Examples of sentiment polarity classification in Japanese (Upper row: successful examples of the proposed
method, lower row: unsuccessful examples of the proposed method)

0.9

o
©

Accuracy

—e— A.Source

—e— B.English
—e— A+B (Proposed)

0.7

4k 16k 32k 64k
Training Corpus Size

128k

Figure 2: Performance by corpus size in Korean.

and evaluation, aligned to the Japanese WRIME,
respectively. Each corpus was randomly selected
to have equal proportions of positive and negative
labels. M2M100!?(Fan et al., 2021) was used for
the machine translation and mBERT® was used for
the multilingual sentence encoder to evaluate the
Accuracy. Other settings are the same as in Sec-
tion 4.1.

Table 6 shows the experimental results. In
French and Korean, the classification performance
was slightly improved by the proposed method.
However, because of the high baseline performance
of the source text only, no significant changes were
observed in either language compared to Japanese.

We analyzed the change in performance of the
proposed method when the training corpus size
was changed. Figure2 shows the results of the
experiment in Korean. Consistently improved per-
formance was confirmed, regardless of the size of
the training corpus.

4.5 Qualitative Analysis

An example of sentiment analysis in Japanese is
shown in Table 7. In the successful example in
the upper row, the broken expression "f{ 4> 172

2", which is peculiar to SNS, may have affected
the classification performance. The English trans-
lation does not include the broken expression, so
it is thought that the writer’s positive sentiment
can be read from words such as "saved". In the
bottom example, the English translation does not
include negative expressions such as " %* A" and
"¥ A & D" caused by mistranslation of the ma-
chine translation. These expressions are considered
to be difficult for a multilingual sentence encoder
because they are dialects and low-frequency expres-
sions in Japanese, therefore, the proposed method
could not improve the results.

5 Conclusion

This study proposed a multi-source input method
that uses machine translation of source texts and
a combination of source and English translations
to improve the performance of pre-trained multi-
lingual sentence encoders in languages other than
English, aiming at the efficient deployment of nat-
ural language processing services in multiple lan-
guages. The proposed method benefits from the
large amount of pre-trained data in English and is
expected to improve the performance of multilin-
gual sentence encoders.

Evaluation experiments on sentiment polarity
classification of SNS posts and topic classification
tasks of news articles in Japanese showed that the
proposed method with English translations can im-
prove the classification performance compared to
the baseline method with only the source sentences.
The proposed method with both the source and
target sentences consistently improves the perfor-
mance of the multilingual sentence encoder, while
the performance of the method with only the tar-
get sentences deteriorates because the machine-
translated sentences can contain translation errors.
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