Detecting Response Generation Not Requiring Factual Judgment
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Abstract

With the remarkable development of large lan-
guage models (LLMs), ensuring the factuality
of output has become a challenge. However,
having all the contents of the response with
given knowledge or facts is not necessarily a
good thing in dialogues. This study aimed to
achieve both attractiveness and factuality in a
dialogue response for which a task was set to
predict sentences that do not require factual cor-
rectness judgment such as agreeing, or personal
opinions/feelings. We created a dataset, dia-
logue dataset annotated with fact-check-needed
label (DDFC), for this task via crowdsourcing,
and classification tasks were performed on sev-
eral models using this dataset. The model with
the highest classification accuracy could yield
about 88% accurate classification results.

1 Introduction

Large language models (LLMs) have undergone
considerable development and can solve various
natural language processing tasks. However, they
output content that is different from the fact, i.e.,
hallucination, making it difficult to ensure the fac-
tuality of the output (Zha et al., 2023; Dixit et al.,
2023; Huang et al., 2023).

Although hallucination in dialogue systems us-
ing LLMs has been extensively studied, they fo-
cused on methods for detecting/suppressing hallu-
cinations and investigated the causes of their occur-
rence (Dziri et al., 2022b; Sun et al., 2023; Ji et al.,
2023b). Wizard of Wikipedia (WoW), a knowledge-
based dialogue dataset created by Dinan et al.
(2019), contains many subjective opinions and feel-
ings of the speaker. Dziri et al. (2022a) labeled ut-
terances in WoW datasets that contained subjective
opinions and feelings as hallucinations and showed
that models fine-tuned on WoW datasets produce
more hallucinations. However, for open-domain
dialogue systems such as chatbots, unlike systems
in other fields such as summarization or machine

“) Knowledge

On April 18, 2017, Facebook announced
| React Fiber, a new core algorithm of React ‘
. framework library for building user interfaces. |

¢ Knowledge-based
® Dijalogue Response

1 did a little dabbing myself in web dev,
it's really fun!

Hallucination

FaceBook also announced React Fiber,
a new coree algorithm, you may want to
check that out as well!

Sentence 1 } Our Label

I did a little dabbing myself in web dev, @iii)
it's really fun! Subjective opinions,

personal experiences ...

FaceBook also announced React Fiber, (iv)
a new coree algorithm, you may want to Objective
check that out as well! information ...

’ Sentence 2 } Our Label

Figure 1: Overview of the study and the collected
dataset, DDFC. The existing dialogue responses based
on knowledge are divided into sentences. Each sentence
was annotated labels according to its type and used in a
classification task.

translation, not all output in a response are based
on a given input or knowledge. To promote smooth
dialogue and increase engagement, expressing per-
sonal feelings and opinions is important (Huang
et al., 2020). Moreover, the tolerance of factual cor-
rectness regarding the response of these contents is
high (Ji et al., 2023a).

To address these issues, we propose that sen-
tences not requiring factual correctness judgment
should be detected and removed before judgment
(hallucination detection) during response genera-
tion in dialogue systems. By detecting such sen-
tences first and judging the factual correctness of
remaining sentences, responses that maintain the at-
tractiveness of the dialogue can be generated while
ensuring the factuality of the dialogue.

First, we set the task of detecting sentences
that do not require factual correctness judgment,
and created a new dataset. Then, the dataset was
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Figure 2: Flowchart of annotation by Amazon Mechanical Turk to construct DDFC.

validated using classification models. Figure 1
overviews the created dataset, dialogue dataset
annotated with fact-check-needed label (DDFC).
The construction method and contents of DDFC
are described in Section 3.

2 Related Work

2.1 Hallucination Detection

Hallucinations from an LLM output must be de-
tected to improve the reliability of the generated
output and apply LLMs to real-world applications.
Guerreiro et al. (2023) detected hallucinations in
machine-translated outputs by formulating them
using optimal transport based on the insight that re-
sponses containing hallucinations are distant from
the source sentences. Similarly, Dale et al. (2023)
detected hallucinations by evaluating the contribu-
tion of the source sentence to the generated sen-
tence. Various other methods for detecting halluci-
nations have been proposed in many fields such as
summarization and question answering (Choubey
et al., 2023; Sadat et al., 2023).

2.2 Hallucination in Dialogue System

Detection and suppression of hallucinations are
crucial for constructing dialogue systems (Dziri
et al., 2022a). Shuster et al. (2021) suppressed
hallucinations by augmenting a dialogue system
with a module that retrieved relevant knowledge.
Dziri et al. (2021) also proposed a dialogue system
that could modify hallucinations in the generated
responses by querying the knowledge graph.

2.3 Knowledge-Grounded Dialogue Dataset

Knowledge-based dialogue datasets have been cre-
ated to generate informative and reliable responses

by leveraging external knowledge (Xue et al., 2023)
such as WoW (Dinan et al., 2019). The WoW
dataset contains dialogues between an apprentice,
an information seeker, and a wizard who responds
based on his knowledge of Wikipedia. CMU-DOG
is another dataset containing conversations based
on Wikipedia articles about movies given as knowl-
edge (Zhou et al., 2018), and TOPICAL-CHAT is
a knowledge-based dialogue dataset on eight broad
topics (Gopalakrishnan et al., 2019).

3 DDFC dataset

The DDFC dataset created herein contained exter-
nal knowledge, responses based on external knowl-
edge, responses split by sentences, sentence labels
based on discourse acts, and labels to determine
whether factual correctness judgments are required.
We used four types of labels, and crowdworkers
assigned them through annotation based on the
flowchart (Figure 2).

3.1 Idea

The FaithDial created by Dziri et al. (2022a) was
based on WoW, wherein a response was labeled as
hallucination if it contained information not sup-
ported by the given knowledge. In other words, if
the speaker’s subjective opinion, personal experi-
ence, thoughts, or feelings are included in the re-
sponse, it is labeled as hallucination in this dataset.
However, the WoW dataset was created based on
this instruction: “use the given knowledge to pro-
vide an appropriate response, rather than simply
parrot it, and, if possible, present relevant knowl-
edge in a fun and engaging way” (Dinan et al.,
2019). Moreover, to evaluate the chatbot system
output, not only “usefulness” by providing infor-
mation but also metrics such as “whether the user
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#of sample rate(%) included
three labels matched 815 60.0 v
two labels matched 502 36.9 v
no matched 42 3.1 X

Table 1: The label match rate of Crowdworker when
annotating DDFC dataset. Since there were only a few
instances of no match, the validity of the data collection
method was considered high. Sentences with no match
were excluded from the dataset.

explanation # of sample  rate(%)
(i)  agreement, feedback etc. 141 10.7
(ii)  proposal, adivice etc. 110 8.4
(iii)  subjective opinions etc. 540 41.0
(iv)  objective info etc. 526 39.9

Table 2: The Number of samples and the percentage of
each label in DDFC we created. Sentence label (iii) and
(iv) each account for approximately 40% of the total.

29

wants to talk again,” “whether the user is interested”
are used (Inaba, 2019).

Thus, generating utterances based on given
knowledge and drawing the users’ interest and em-
pathy by expressing personal opinions and feelings
are crucial for dialogue systems. Therefore, the
knowledge-based dialogue dataset was annotated
with a new label that indicated whether a factual
correctness judgment was required.

3.2 Construction of the dataset

Base dataset of DDFC. The dialogue responses
based on external knowledge in the FaithDial were
labeled after splitting them into sentences. Faith-
Dial labels the responses of the Wizard (generates
responses based on a given Wikipedia article) with
hallucination and dialogue act labels in the WoW
dataset.

Sentence split for label annotation. In the
DDFC, FaithDial responses were split by {‘.’, ‘I,

‘P, ‘...’ } to label them in one-sentence units.

Label types. Sentence labels were created with
reference to the discourse act tag in the “Corpus
of Everyday Japanese Conversation” created by
the National Institute for Japanese Language and
Linguistics (Iseki et al., 2019). We used the fol-
lowing four types of labels: (i) agreement, dis-
agreement, interjections, etc.; (ii) suggestions, ad-
vice, etc.; (iii) subjective opinions, personal expe-
riences/thoughts/feelings, etc.; and (iv) objective
information, etc. Responses that are labeled as

parameter encoder decoder
number of epochs 5 2
global batch sizes 64 32
optimizer AdamW AdamW
learning rate 50x107* 5.0x 1075
scheduler cosine cosine
max length 256 1,024

Table 3: Fine-tuning settings for the classification mod-
els used in this study.

(i), (i1), and (iii) were considered dialogue acts in-
tended to attract user interest or increase the attrac-
tiveness of the dialogue response. Therefore, they
are acceptable even if they are not based on given
knowledge and were labeled as not required fac-
tual correctness judgment. In contrast, responses
labeled as (iv) that provided objective information
must be appropriately based on the given knowl-
edge; therefore, they were assigned the label of
requiring a factual correctness judgment.

Sentence label annotation by AMT. We used
Amazon Mechanical Turk (AMT) to annotate sen-
tence labels. The task of the crowdworker was to
classify the labels of sentences (i)—(iv) by answer-
ing questions about a given sentence. A YES/NO
chart format, similar to the FaithDial creation
method, was used, in which labels were classi-
fied by answering questions that can be answered
with a YES/NO. To increase data reliability, three
crowdworkers were assigned per sentence, and only
sentences with matching labels from two or three
annotators were included in the dataset. The fol-
lowing three questions were used to classify the
four sentence labels. (1) “Is the sentence only in-
dicating agreement/disagreement or feedback?” If
the answer is YES, then assign label (i); if NO, then
proceed to the second question. (2) “Is the sentence
providing new information?” If the answer is NO,
then assign label (ii); if YES, then proceed to the
third question. (3) “Is everything in the sentence
based on the speaker’s subjective opinion personal
experience, thoughts, or feelings?” If the answer is
YES, then assign label (iii); if NO, assign label (iv).
Figure 2 shows a flowchart of the annotation pro-
cess, which was also presented to the crowdworker
while they were working on the task.

3.3 Analysis of the dataset

Validity of dataset annotation. Table 1 shows
the label match rates for the three crowdworkers
assigned to each sentence during data collection.
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model architecture  parameter size  fine-tuning accuracy precision recall F1-Score
GPT-3.5 decoder no data X 57.73 58.17 96.74 72.65
GPT-4 decoder no data X 57.73 58.99 89.13 71.00
Llama 2chat 78 decoder 7B X 58.99 58.60  100.0 73.90
Llama 2chac 78 decoder 7B v 88.33 91.53 88.04 89.75
DeBERTa v3jarge encoder 434M 4 86.75 85.83 81.95 83.85
RoBERTaarge encoder 355M v 84.23 87.39 72.93 79.51
BERT arge encoder 335M v 83.28 80.77 78.95 79.85

Table 4: Results of the classification of sentences that do not need to be judged as factually correct or incorrect in
each model (binary classification). The highest value in each index is shown in bold.

Of the three crowdworkers assigned to each sen-
tence, 60.0% of the sentences had all three labels
in matching, 36.9% of the sentences had two labels
in matching, and 3.1% of the sentences had all dif-
ferent labels and no match. As the percentage of
no match was small, the validity of the data collec-
tion method was considered high. Sentences with
no match were excluded from the dataset because
labels could not be assigned to them.

Number of each labels. Table 2 shows the num-
ber of samples and percentage of each label in the
dataset. (iv) Objective information etc., accounted
for approximately 40% and (iii) subjective opin-
ions, personal experiences/thoughts/feelings, etc.
accounted for approximately 40%. This is possi-
bly because when creating the base dataset WoW
for FaithDial, the crowdworkers aimed to generate
engaging dialogue responses by disclosing infor-
mation about themselves in accordance with the
statement in the instructions to “present relevant
knowledge in a fun and engaging way.”

4 Experiment 1: Classification

We prepared some classification models and exper-
imentally evaluated the results of the classification
(binary classification) of sentences that do not re-
quire factual correctness judgment.

4.1 Experimental Settings

Dataset. The 1,317 collected data were divided
into training and test datasets containing 1,000 and
317 responses, respectively.

Classification models. To investigate the differ-
ences in the classification accuracy based on model
architecture, parameter size, and fine-tuning, ex-
periments were conducted using GPT-3.5 (Ope-
nAl, 2022), GPT-4 (OpenAl, 2023), Llama 2cpa 78
(Touvron et al., 2023), DeBERTa v3j, (He et al.,
2023), RoBERTajyge (Liu et al., 2019), and

BERT e (Devlin et al., 2019). Table 3 lists our
fine-tuning settings.

Evaluation Metrics. To evaluate the results of
the classification of sentences that do not require
factual correctness judgments (binary classifica-
tion) in each model, the accuracy, precision, recall,
and F1-Score were calculated. Precision is the per-
centage of sentences predicted by the model as
do not require factual correctness judgment and
labeled as judgment not required. Recall is the per-
centage of sentences labeled as factual correctness
judgment not required that the model correctly pre-
dicted as sentences that do not require judgment.

4.2 Results

Table 4 shows the results of the experiment. The
highest classification accuracy was achieved with
fine-tuning on the decoder model, Llama 2¢chye 78,
with an accuracy of approximately 88 points and an
F1-Score of approximately 90 points. For GPT-3.5,
GPT-4, and Llama 2cpye 78 (without fine-tuning),
most predictions were labels that did not require
factual correctness; they had very high recall but
low accuracy, precision, and F1-Score. For the
encoder models, DeBERTa v3i,,e had the highest
classification accuracy, whereas ROBERTajyr5e and
BERT ;g had almost the same accuracy. A com-
parison of the decoder and encoder models with
fine-tuning shows that the parameter sizes were
considerably smaller for the encoder model; how-
ever, the percentage of accuracy did not differ con-
siderably.

Tables 5 and 6 show examples of sentences that
could not be correctly classified by Llama 2¢pq 78
with fine-tuning, i.e., the model with the highest
classification accuracy. Table 5 shows the exam-
ples of sentences that do not require a factual cor-
rectness judgment, but were predicted to require
one, and Table 6 shows examples of sentences that
required a factual correctness judgment but were
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sentence

label  pred.

My symptoms for low back pain usually improve within a few weeks if I take it easy.

(i) 1

Another interesting fact about the term Blond.

(i) 1

its just ashort moment of darkness before the twilight and its so inpirational

(i) 1

Table 5: Examples of sentences that do not require a factual correctness judgment but were predicted to require one.

sentence label  pred.
That means a bigger crowd. (iv) 0
Reading with comprehension is very important process to learn@ (iv) 0
I don’t know, but bamboo is the fastest growing plant in the world so I'd expect there is  (iii) 1

more than enough around to fill them up.

Table 6: Examples of sentences that require a factual correctness judgment but were predicted to not require one.

predicted to not require one.

5 Experiment 2: Relation between train
data amount and accuracy

The relation between the training data amount for
fine-tuning and classification accuracy was investi-
gated by conducting an experiment.

5.1 Experimental Settings

The decoder model, Llama 2¢cp,: 78, and the en-
coder model, DeBERTa v3j,5e, were used in this
experiment. The same settings as in Section 4.1
were used with {100, 200, 300, 400, 500, 600, 700,
800, 900, 1,000} as the number of training data for
fine-tuning, and the accuracy was calculated.

5.2 Results

Figure 3 shows the results of each model. The
accuracy rate of Llama 2cp, 78 increases consider-
ably when the number of training data exceeds 800,
indicating that further improvement in accuracy
can be expected using additional data. Overall, the
accuracy of DeBERTa v3j,ee gradually increased
compared with that of Llama 2y 78.

6 Future Directions

Improving the performance of classification
models. Herein, fine-tuning was performed on
1,000 data, which is a small amount compared to
the training data size (about 18,400 responses) of
the base dataset, FaithDial. Thus, the dataset can be
expanded. As further improvement in classification
accuracy can be expected by expanding the dataset,
future studies will involve large-scale data collec-
tion. It may also clarify the reason for the sudden
increase in accuracy when the number of training
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c
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Figure 3: Relationship between the amount of train-
ing data and accuracy. The accuracy of Llama 2¢cp, 78
significantly improves with over 800 training data, sug-
gesting that more data will lead to even higher accuracy.
Overall, DeBERTa v3y,. showed a steady increase in
accuracy compared to Llama 2chat 78

data exceeds 800 in Figure 3(a), and whether the
trend of gradual increase in accuracy in Figure 3(b)
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continues when training data is increased. More-
over, because our dataset was small, the sentence
labels (i), (ii), and (iii) had to be treated as a single
label, “not required factual correctness judgments,”
for the binary classification task. After collecting
sufficient data, we would like to investigate whether
the four labels can be used for classification.

Application of classification models to dialogue
response systems. If all responses that are not
based on given knowledge or facts are eliminated,
the attractiveness of the dialogue will be reduced.
By applying the classification models used herein,
we would like to investigate whether factual and
attractive dialogue responses can be generated by
removing sentences related to personal feelings
and opinions that do not require factual correctness
judgment and then judging.

7 Conclusion

In this study, a task to detect sentences that do not
need to be judged as factually correct or incorrect
was proposed against hallucinations in a dialogue
system using LLMs. We created a dataset contain-
ing 1,317 sentences labeled with sentence types
using the Amazon Mechanical Turk. Several clas-
sification models were developed as a baseline for
this task. Results revealed that the best model could
classify with an accuracy of approximately 88%.
In the future, we would like to collect data on a
larger scale and apply the several models trained in
this study to the dialogue system.

Ethics Statement

In this study, we created datasets by human work-
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