Breaking the Language Barrier: Can Direct Inference Outperform
Pre-Translation in Multilingual LLLM Applications?
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Abstract

Large language models hold significant
promise in multilingual applications. How-
ever, inherent biases stemming from predom-
inantly English-centric pre-training have led
to the widespread practice of pre-translation,
i.e., translating non-English inputs to English
before inference, leading to complexity and
information loss. This study re-evaluates
the need for pre-translation in the context
of PaLM2 models (Anil et al., 2023), which
have been established as highly performant in
multilingual tasks. We offer a comprehensive
investigation across 108 languages and 6
diverse benchmarks, including open-end
generative tasks, which were excluded from
previous similar studies. Our findings chal-
lenge the pre-translation paradigm established
in prior research, highlighting the advantages
of direct inference in PaLM2. Specifically,
PaLM2-L.  consistently outperforms pre-
translation in 94 out of 108 languages. These
findings pave the way for more efficient and
effective multilingual applications, alleviating
the limitations associated with pre-translation
and unlocking linguistic authenticity.

1 Introduction

Large Language Models (LLMs) have become in-
creasingly powerful, leading to their widespread
application across various multilingual tasks. How-
ever, inherent biases in pre-training data, often
heavily skewed towards English, have limited the
performance of LLMs on non-English tasks (Srini-
vasan et al., 2021; Markl, 2022; Tsarfaty et al.,
2020). This limitation fueled the standard prac-
tice of pre-translation, where inputs are translated
into English before LLM inference. While bypass-
ing the bias issue, this approach introduces com-
plexities and risks information loss (Nicholas and
Bhatia, 2023), impacting both efficiency and effec-
tiveness.

*These authors contributed equally to this work

Previous research emphasized the necessity of
pre-translation for optimal LLM performance (Shi
et al., 2022). However, recent breakthroughs in
LLMs trained on massive multilingual datasets,
like PaLM2 (Anil et al., 2023), suggest the possibil-
ity of overcoming pre-existing biases and enabling
direct inference on non-English inputs. This devel-
opment raises a crucial question: is pre-translation
still universally necessary?

While recent studies have extensively explored
the impact of pre-translation, their focus has primar-
ily been on discriminative tasks, assessing language
understanding (Bandarkar et al., 2023; Etxaniz
et al., 2023). The influence of pre-translation on
generative capabilities of LLMs, has been largely
unexplored. Furthermore, commonly employed
performance metrics, when aggregated across lan-
guages can be misleading, as outlier results for
individual languages can skew the averages and
mask the optimal approach for most languages.

This study conducts a comprehensive investiga-
tion into the effectiveness of direct inference in the
source language compared to pre-translation when
utilizing PalLM?2 models, addressing the aforemen-
tioned limitations within existing research. We
analyze 108 languages across six different bench-
marks, including open-ended tasks to assess the im-
pact of pre-translation on generative abilities. Our
findings challenge the established pre-translation
paradigm (Ahuja et al., 2023; Shi et al., 2022), high-
lighting the advantages of direct inference with
PalLM2 models. Specifically, PaLM2-L consis-
tently achieves superior performance with direct
inference in 94 out of 108 evaluated languages.
By revealing Pal. M2’s superiority with direct in-
ference and offering robust evaluation tools, we
aim to inspire further LLM development that tran-
scends pre-translation, paving the way for seamless
multilingual communication.
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Figure 1: Open-ended question answering piplines for direct (counter clockwise) and pre-translation (clockwise)

inference.

2 Method

Our primary objective is to determine whether pre-
translation remains a necessary practice for opti-
mal LLM performance, specifically focusing on
PalLM2, which have been established as highly per-
formant in multilingual tasks (Anil et al., 2023).

In contrast to prior studies, we employ a novel
methodology specifically tailored to capture both
the nuances of performance across different lan-
guages, and asses impact of generative capabilities.
To that end, the evaluation incorporates a mixture
of closed and open-ended datasets.

While the initial step of pre-translation involves
a straightforward translation of the source language
to English, evaluating the inference output requires
careful consideration. In closed-ended tasks, such
as multiple choice question answering (QA) (Ban-
darkar et al., 2023), the language of the answer
is mostly inconsequential. However, open-ended
tasks, which assess generation, require the desired
answer in the source language, i.e. evaluation in
source language. This entails an additional post-
inference translation step to facilitate evaluation, as
illustrated in Figure 1.

Evaluating pre-translation performance for open-
ended tasks (text generation), presents unique chal-
lenges (Ahuja et al., 2023) stemming from the re-
liance on lexical evaluation metrics like F1 (Ra-
jpurkar et al., 2016) and ROUGE (Lin, 2004). Ad-
dressing these challenges becomes crucial for text
summarization and attributive QA datasets utilized
in our evaluation.

Attributive QA is a question answering task
where the answer relies primarily on informa-
tion present within the provided context. Here,
the ground truth (GT) is a substring of the con-
text, with evaluation metrics measuring the lexi-
cal overlap between the predicted answer and the
GT. This presents a potential disadvantage for pre-

translation, which lacks access to the original con-
text from which the GT was extracted. We address
this with a dedicated filtering scheme prescribed in
Section 3.

Furthermore, when aggregating and comparing
lexical metrics like F1 and ROUGE across lan-
guages, inconsistencies arise due to their sensitiv-
ity to language morphology. To address this, we
propose a complementary evaluation in English.
We translate both GT and direct inference results
to English and calculate lexical metrics in English,
regardless of the source language. This way we
establish a consistent basis for comparison, elimi-
nating the impact of language-specific variations in
the metrics.

Finally, to facilitate a more granular analysis of
multiple language performance and address poten-
tial bias introduced by a few languages dominat-
ing the average, we propose the "Language-Ratio"
measure. This measure reports the proportion of
languages where one method outperforms the other,
offering a more nuanced understanding of relative
strengths and weaknesses across languages.

3 Experimental Setup

This study utilizes six publicly available multilin-
gual benchmarks for evaluating both discrimina-
tive and generative capabilities. For assessing dis-
criminative capabilities, we employ BeleBele (Ban-
darkar et al., 2023), XCOPA (Ponti et al., 2020),
and XStoryCloze (Lin et al., 2021). Generative
capabilities are evaluated using XLSum (Hasan
et al., 2021), TyDiQA-GP (Clark et al., 2020),
and XQuAD (Artetxe et al., 2019). Task types,
language counts, and evaluated metrics for each
dataset are available in Appendix 7.1.

Two PalLM?2 variants are evaluated, PaLM2-S
(Bison), and PaLM2-L (Unicorn). Google Trans-
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late API! is employed for pre-translation. Refer
to Appendix 7.2 for detailed prompts used in each
dataset.

To achieve a balanced assessment in attributive
QA tasks (XQuaD and TyDiQA-GP) we employ
filtering. We translate GT from the source language
to English and then back to the source language,
subsequently discarding any evaluation samples
where the translated GT is no longer a substring
of the context (details in Appendix 7.5). This ap-
proach helps address the inherent bias against pre-
translation, discussed in Section 2 by accounting
for potential discrepancies in lexical alignment in-
troduced by translation.

4 Results and Analysis

4.1 Close-ended tasks

Table 1 presents PaLM2’s performance on close-
ended tasks. We report both average accuracy
across languages, in line with prior research, as
well as Language-Ratio (i.e. the per language win-
rate), providing deeper insights into per-language
performance. Notably, both PaALM2-S and PaLM2-
L outperform pre-translation approach across all
datasets when employing direct inference.

While differences in average accuracy might ap-
pear subtle, as exemplified by the 1.1% advantage
of PaLM2-S with direct inference on BeleBele, the
Language-Ratio highlights a more decisive advan-
tage. In this instance, 74% of languages exhibit
superior performance under direct inference. This
observation emphasizes the importance of looking
beyond average accuracy for a nuanced understand-
ing of model performance across languages.

With this in mind and considering the appar-
ent contradiction with recent findings on the same
benchmarks (Ahuja et al., 2023; Bandarkar et al.,
2023), we re-examine previously reported results.
In (Ahuja et al., 2023) we find that while authors
generally concluded that pre-translation yielded su-
perior results across all models, adding Language-
Ratio to the results reported on GPT4 reveals a
different narrative. Although average accuracy fa-
vors pre-translation, in the majority of evaluated
languages better performance is achieved with di-
rect inference (see Appendix 7.3 Table 6). While
not as conclusive as PalLM?2’s, this points towards
a possible shift in the capabilities of modern lan-
guage models.

"https://cloud.google.com/translate

Model Inference  XCOPA XStoryCloze BeleBele
Acc./L%  Acc/L%  Acc./L%

PaLM2-S Pre-translation 87.3/18.2  96.4/30.0 76.7/26.0
Direct 89.7/81.8 96.8/70.0 77.8/74.0
Pre-translation 89.6/0.0 97.8/0.0 84.3/4.8
PaLM2ZL =" pirect 93.4/90.9 99.1/100.0 88.4/95.2

Table 1: Close-ended tasks pre-translation vs direct in-
ference comparison. Acc. stands for accuracy, L% indi-
cates language-ratio. Bold indicates prevailing method
for model.

Model Inference XLSum XQuAD TyDiQA-GP
Rougel./L% F1/L% F1/L%

PaLM2-S Pre-translation 23.7/14.6  67.2/50.0 81.6/12.5
Direct 26.8/85.4 70.7/50.0 83.8/87.5
Pre-translation 25.4/19.5  78.7/0.0 81.0/25.0
PalM2-L ™ hirect 28.0/80.5 85.9/100.0  83.0/75.0

Table 2: Open-ended tasks evaluated in source lan-
guage. L% indicates language-ratio. Bold indicates
prevailing method for model.

4.2 Open-ended tasks

We evaluated PalLM2 on two generative tasks: ques-
tion answering (QA) and summarization, employ-
ing the two evaluation schemes described in Sec-
tion 2: (1) Evaluation in source language (Table 2)
where pre-translated inference is translated to the
source language and compared against the original
ground truth (GT), and (2) Evaluation in English
(Table 3) where both pre-translation and direct in-
ference are evaluated against a GT translated to
English, requiring an extra step of translation from
direct inference to English.

In Text Summarization, evaluated through XL-
Sum, we find consistently better performance in
both models across both evaluation methods, as
measured by Rouge-L and Language-Ratio metrics.
Furthermore, results from the evaluation in English
(Table 3) suggest that if the goal is to summarize
content written in the source language into English,
translating after inference proves to be a superior
to pre-translation.

In Question Answering, evaluated via XQuAD
and TyDiQA-GP, we analyze two key measures
across languages in each benchmark: (1) average
F1 score (2) Language-Ratio. While F1 score of-
fers valuable insights, we caution against directly
averaging or comparing it across languages due
to language-specific morphology influences on the
metric. Evaluation in English (Table 3) mitigates
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Model Inference XLSum
RougeL/L% FIL%  FI/L%
Pre-translation 264/268 70.0/70.0 814/12.5
PaLM2-S =" pirect  27.8/732 707300  84.7/87.5
Pre-translation 28.3/22.0 83.06/10.0 81.9/0.0
PaALM2-L =" hiect 29.5/78.0  86.7/90.0  85.2/100.0

Table 3: Open-ended evaluated in English. L% in-
dicates language-Ratio. Bold indicates prevailing
method for model.

this by translating all results to English before cal-
culating F1, leading to more consistent and mean-
ingful comparisons.

We find that PaLM2-L performs consistently
better with direct inference compared to pre-
translation. PaLLM2-S favors direct inference on
TyDiQA-GP, however, results on XQuAD are less
conclusive. While average F1 scores for direct in-
ference are higher than pre-translation in both eval-
uation schemes, language-ratio in Evaluation in
English suggests an advantage for pre-translation,
Table 3). Upon closer inspection of per language
F1 in source language (Appendix 7.6 Table 9), we
find this discrepancy arises from significant relative
improvements in Chinese and Thai with direct in-
ference (30% and 23% respectively), while in most
other languages slight performance losses exist.

4.3 Language-Focused Analysis

In the analysis above, PaLM?2 demonstrated an
overall better performance with direct inference,
here we wish to inspect in more detail the some of
the language specific trends.

PalLM2-L with direct inference consistently out-
performs pre-translation in 94 out of 108 evalu-
ated languages (87.04%). However, pre-translation
does show consistent superiority in 7 languages:
Bambara, Cusco-Collao Quechua, Lingala, Oromo,
Punjabi, Tigrinya, and Tsonga (detailed results in
Appendix 7.6). Consistency in this context means:
consistent results across benchmarks for languages
present in multiple datasets. Interestingly, 4 out
of the 7 are African languages, with Lingala, the
largest, spoken by over 40 million people, sug-
gesting a need for careful examination of African
languages when creating multilingual training sets.

The unifying factor across all seven languages
however appears to be that they are all low-resource
languages (LRL). We categorize LRL as score 2
and below in Joshi et al. (2020b) taxonomy. We
conduct an additional analysis focused on LRL

XQuAD TyDiQA-GP (60 languages in total), where direct inference po-

tentially faces greater disadvantage. We inspect
lift (Coppock, 2002), i.e, the relative improvement
of direct inference over pre-translation, averaged
across all benchmarks. Analysis shows that even in
LRLs, the majority of languages (over 85%) benefit
from direct inference with PaLM?2, with lifts ex-
ceeding 5% in 63% of languages (see Appendix 7.6
Fig. 4). This reinforces the possibility that the
observed performance gaps might indeed have re-
gional origins, highlighting the need for further
investigation and potentially tailored approaches
for specific language families and regions.

5 Conclusions

We performed a comprehensive comparative anal-
ysis of direct inference and pre-translation using
PalLM2 models on a variety of discriminative and
generative tasks across multiple languages. Con-
trary to prior research, our findings indicate that
pre-translation is not universally required and, in
fact, direct inference demonstrably improves per-
formance.

In our study we highlight the importance of ex-
tending the evaluation scope when assessing the
impact of pre-translation. To that end, we propose a
set of methods for fair comparison and aggregation
of quality metrics across languages. Additionally,
we demonstrate the feasibility of evaluation on gen-
erative tasks, despite inherent challenges.

Finally, our per-language analysis reveals poten-
tial gaps and opportunities for future development
in African languages, including those with rela-
tively large speaker populations. These languages
appear to be at a disadvantage compared to other
low-resource languages, warranting further inves-
tigation and targeted efforts to bridge the perfor-
mance gap.

6 Limitations

Our study explores the multilingual landscape, ana-
lyzing a diverse range of datasets. However, assess-
ment of open-ended tasks could be improved by us-
ing datasets that cover a wider range of languages,
similar to the variety in BeleBele, which incorpo-
rates over 100 different languages. We identified
compelling evidence confirming that direct infer-
ence is superior to pre-translation within PaLM?2.
However, it’s important to recognize the potential
for similar behavior across a wider spectrum of
LLM:s.
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7 Appendix
7.1 Datasets

The datasets used in our experiments can be cate-
gorized into two types:

¢ Close-ended task benchmarks (Table 4):
These assess discriminative performance. Pre-
vious studies have employed these bench-
marks for comparing pre-translation and di-
rect inference approaches.

* Open-ended task benchmarks (Table 5):
These assess generative abilities. Such bench-
marks are commonly used for general mul-
tilingual evaluations, but to the best of our
knowledge, they have not been previously
utilized for assessing the impact of pre-
translation.

| Benchmark | Task Type | #Lang | Metrics |

BeleBele Multi-choice QA | 104 Accuracy/ L%
XCOPA Reasoning 11 Accuracy/ L%
XStoryCloze | Reasoning 10 Accuracy/ L%

Table 4: Close-ended task datasets used in evaluation
and associated metrics. L% stands for Language-Ratio

| Benchmark | Task Type | #Lang | Metrics |

XLSum Summarization | 42 Rougel/ L%
TyDiQA GP | Attributive QA | 8 F1/L%
XQuAD Attributive QA | 10 F1/ L%

Table 5: Open-ended task datasets used in evaluation
and associated metrics. L% stands for Language-Ratio

The total counts of datasets per language as well
as associated language Joshi taxonomy (Joshi et al.,
2020b) rank are available in Table 13.

In close-ended tasks, the responding model se-
lects the correct answer from a set of predefined op-
tions. These tasks typically present a stem, which
can be a question, an incomplete statement, or a
premise, followed by a list of potential choices.
This format restricts the model’s response scope,
focusing on the retrieval of specific information
or confirmation of details rather than encouraging
open-ended responses. The following section de-
tails the specific types of close-ended tasks and as-
sociated benchmark datasets included in this study.

Commonsense Reasoning refers to a machine’s
ability to understand and use everyday knowledge
to interpret and respond to natural language. In this

study, we employed two commonsense reasoning
benchmarks: XCOPA (Ponti et al., 2020) and XS-
toryCloze (Lin et al., 2021). Both datasets require
selecting the correct next sentence, given premise
among several provided options. In XCOPA, the
premise length is not restricted, and two possible
answers are provided as next sentence options. XS-
toryCloze provides a four-sentence premise fol-
lowed by two possible answers as subsequent sen-
tence options. For XCOPA, Google Translate API
is not used as a pre-translated samples are provided
for all languages in the dataset.

Machine Reading Comprehension assesses a ma-
chine’s ability to comprehend, interpret, and de-
rive meaning from natural language. We employed
BeleBele (Bandarkar et al., 2023), a recently pub-
lished multilingual aligned dataset, spanning across
122 languages. A task in this dataset contains a
question and four candidate answers related to a
provided passage. The goal is to select the answer
that is most accurate and consistent with the infor-
mation in the passage. In our evaluation we used
the 104 languages supported by Google Translate
APL

In open-ended tasks, used to evaluate the mod-
els generative abilities, the responding model is
given tasks that require it to generate text. Eval-
uating the correctness of generative tasks mostly
relies on lexical overlap, measured by metrics like
RougeL or F1, between the generated answer and
a GT answer. In our evaluation of open-ended
tasks we use two different setups (1) evaluation in
source language and (2) evaluation in English, as
described in Section 2. Below we detail the types
of open-ended tasks included in our study and the
associated benchmarks.

Attributive Question Answering involves assess-
ing the ability to understand and respond accu-
rately to questions posed in natural language. The
most common way of evaluating this automati-
cally is with extractive span tasks, where the re-
spondent is required to form an answer that is a
span (i.e. substring) of the provided context. We
use XQuAD (Artetxe et al., 2019) and TyDiQA-
GP (Clark et al., 2020). These tasks can be satis-
fied without generation, via span prediction (Joshi
et al., 2020a), choosing the beginning and the end
of a span within the given context. However, in
autoregressive generative models such as LLMs,
these tasks serve as proxies for evaluating genera-
tion, since the model is prompted to generate the
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answer token by token. In XQuAD evaluation,
we exclude English, and since no development
set is provided, we employ zero-shot prompting.
In TyDiQA-GP, where a development set is pro-
vided, we follow (Anil et al., 2023) and utilize a
single-shot. As discussed in Section 3, evaluation
of attributive QA requires some level of filtering,
for balanced comparison between direct and pre-
translation inference. We discussed the details of
these in Appendix 7.5.

Text Summarization, are tasks aiming to con-
dense a lengthy input text, often a substantial docu-
ment or article, into a more succinct and focused
piece of content that effectively communicates the
essential information contained within the origi-
nal text. We use XLSum (Hasan et al., 2021), an
abstractive text summarization benchmark in our
evaluation. For calculating Rouge-L on this task,
we use an extension discussed in (Anil et al., 2023),
that incorporates a SentencePiece tokenizer to han-
dle non-Latin characters. In our construction of
prompt, detailed in Section 7.2, we used a single-
shot and evaluated it on 41 different languages sup-
ported in Google Translate. We followed (Ahuja
et al., 2023) and used the first 1,000 samples for
each language

7.2 Prompts
7.2.1 BeleBele

{context}
Question: {question}

Answer A: {possible_answerl}
Answer B: {possible_answer2?}
Answer C: {possible_answer3}
Answer D: {possible_answer4}

Correct answer:

7.2.2 XStoryCloze

{sentencel} {sentence2} {sentence3}
{sentence4}

What is a possible continuation for the
story given the following options?
Return either Answer A or Answer B.
Answer A: {possible_answerl}

Answer B: {possible_answer2?}

Correct answer:

7.2.3 XCOPA

Premise: {premise}
Question: {question}
Answer A: {possible_answerl}

Answer B: {possible_answer2}
Return either Answer A or Answer B.
Correct answer:

7.2.4 XQuAD

{context}

Question: {question}

The correct answer to the given
question based solely on the
context above is:

7.2.5 TyDiQA-GP

Context: {singleshot_context}
Question: {singleshot_question}
Answer: {singleshot_answer}

Context: {context}
Question: {question}
Answer:

7.2.6 XLSum

Context: {singleshot_context}
Summary: {singleshot_summary}

Context: {context}
Summary:

7.3 Prior Results GPT4

Analysis of GPT4 performance in previous stud-
ies suggests that (1) GPT4 performs better with
direct inference on majority of evaluated languages
(2) averaging metrics across languages could lead
to biased conclusions. In Table 6 we show that
despite a higher average accuracy score for the pre-
translation, the Language-Ratio metric indicates a
preference for direct inference.

Model Inference XCOPA XStoryCloze
e
i
orren "R B W

Table 6: The value in parentheses indicates the percent-
age of the languages the model achieved better perfor-
mance compared to the other method (pre-translation
vs direct). XGLM are taken from (Etxaniz et al., 2023),
and GPT from (Ahuja et al., 2023). English was re-
moved from all datasets.
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Figure 2: XQuAD filtering.

7.4 Low Resource Languages

We define low-resource languages (LRL) us-
ing (Joshi et al., 2020b) taxonomy, specifically
considering languages scored at 2 and lower as
LRL. Languages which we do not find in the taxon-
omy at all are also considered low resource. These
include languages such as Mesopotamian Arabic,
Najdi Arabic, Cusco-Collao Quechua and a few
romanized variations. By this categorization 60
out of the 108 languages evaluated in our study are
LRL.

To evaluate overall performance of direct infer-
ence in comparison to pre-translation in LRL we
calculate average of lifts (Coppock, 2002) across
benchmarks for each language. We calculate lift as
a relative measure of the difference between meth-
ods (direct inference relative to pre-translation).
This allows us to average findings across differ-
ent benchmarks, with potentially different quality
metrics, for any given language. The lift there-
for represents the ratio by which direct inference
improves over pre-translation on average across
benchmarks for each language.

7.5 Filtering

As discussed in Section 3 we employ filtering for a
balanced comparison between direct inference and
pre-translation in attributive QA.

There are two steps to this process:

* Forward translation filtering - required for
both evaluation schemes, i.e. evaluation in
source language and evaluation in English.

» Backward translation filtering - only required
for evaluation in source language.

251 (31%)

Russian 606 (75%)

287 (51%)
Indonesian 386 (68%)

565

372 (40%)

Arabic 603 (65%)

394 (50%)

Finnish 554 (71%)

360 (72%)
430 (86%)
499

Swahili

33 (29%)
74 (65%)
113

Bengali

175 (63%)
204 (74%)
276

Korean

317 (47%)
493 (74%) al
669 Forward
Forward and Backward

Telugu

200 400 €00 800
Questions (% Remaining from Total)

Figure 3: TyDiQA-GP filtering.

Forward translation filtering is when we translate
ground truth answer to English, we require it to be
a substring of the pre-translated context. This is a
definitive pre-requisite for evaluation in English, as
otherwise we can not expect the model to be able to
predict the correct answer. For evaluation in source
language, we also filter by this condition to reduce
cases of lexical ambiguity due to synonyms where
the pre-translation model may be in a disadvantage.
Since prominent concepts tend to have high vol-
ume of synonyms across languages, the filtering in
English is presumably also helpful for a fair evalua-
tion in source language, though admittedly adding
some potential advantage to pre-translation by also
removing potentially semantically ambiguous an-
swers to translation.

Backward translation filtering is the follow up
step of forward translation filtering, where after
translating GT from source language to English,
we continue to translate it back to source language
and require the back translated GT to be a substring
of the original context.

The impact of filtering on the total number of
evaluation samples for each language in XQuAD
is illustrated in Figure 2. A similar illustration is
provided for TyDiQA-GP in Figure 3

7.6 Detailed Results

We provide all results across all of the datasets
and languages. BeleBele direct vs. pre-translation
comparison is in Fig. 5 and Fig. 6 for PALM2-S and
PalLM2-L, respectively. PaLM2-S and PaLM2-L
open-ended results are provided in tables 8, 7 and
9.
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Figure 6: BeleBele PaLM2-S zero shot accuracy comparison.

Table 7: TyDiQA-GP F1 results.

Source Language

PaLM2-S

English

PalLM2-L

PaLM2-L

PaLM2-S

Language Pre-Translate Direct Pre-Translate Direct Pre-Translate Direct Pre-Translate Direct

80.78 79.56 79.91 79.81 79.73

79.51

80.40
87.40
83.50
84.96
81.75

80.77

78.42
74.12

Arabic

78.55

74.38

87.95
89.18

78.42
83.02
81.70
82.95
73.77
81.06
92.20

83.98

82.73

78.27
79.93

Bengali

87.07
84.96

83.15

80.57

Finnish
Indonesian

83.84
78.17

87.29
71.05

81.98 84.20
76.35

80.19

80.59
84.42

77.35

74.19

84.2

84.14

Korean

78.15

75.60
81.48
91.98

79.39

Russian

87.11

84.51

85.79
95.82

81.16
94.96

83.40
95.38

80.92
94.78

Swahili
Telugu

94.58

94.29
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Table 8: XLSum RougeL results.

English Source Language
PalLM2-S PalLM2-L PalL.M2-S PalLM2-L
Language Pre-Translate Direct Pre-Translate Direct Pre-Translate Direct Pre-Translate Direct
Indonesian 29.35 3341 32.08 36.71 26.53 31.73 29.28 35.32
Vietnamese 28.17 30.86 30.68 34.19 26.81 31.93 29.37 35.18
Portuguese 26.47 31.22 31.16 35.21 25.40 30.89 29.80 35.13
Japanese 26.30 28.37 30.60 32.09 2591 29.61 30.90 34.97
Hausa 29.09 29.19 30.19 35.57 27.58 28.51 28.47 34.18
Welsh 27.16 27.46 31.99 33.25 28.30 28.24 3291 34.08
Swahili 29.29 33.60 31.78 36.14 26.75 31.35 28.64 33.82
Nepali 26.61 31.27 30.07 33.40 25.15 31.31 27.35 33.52
French 28.90 32.34 31.74 33.76 28.23 32.20 30.66 33.49
Persian 28.06 30.00 30.90 32.06 27.00 30.53 29.27 32.57
Chinese 25.68 29.62 28.02 31.65 23.26 29.47 25.21 32.17
Urdu 28.55 31.23 29.30 32.15 27.85 31.89 28.43 32.16
Hindi 27.84 29.78 23.42 31.64 24.88 30.15 21.82 31.85
Sinhala 29.21 29.13 29.78 34.15 25.05 26.67 25.86 3142
Pashto 29.22 27.19 30.63 31.09 28.93 28.42 29.90 31.04
Arabic 29.48 32.60 32.37 34.09 26.12 29.65 28.38 30.56
Gaelic 27.43 25.88 28.12 30.69 27.02 26.46 27.87 29.73
Turkish 27.87 27.94 32.03 32.06 24.63 24.72 28.38 29.24
Burmese 25.27 28.11 25.66 26.33 23.66 31.19 24.27 29.02
Thai 22.87 24.79 24.58 27.36 18.85 24.98 21.19 28.81
Igbo 23.74 21.77 23.94 25.28 26.62 26.69 26.87 28.40
Russian 26.92 29.96 30.95 32.36 22.04 25.76 25.49 28.30
Ukrainian 26.88 31.11 30.22 32.86 21.79 26.07 24.83 28.27
Somali 27.68 24.00 28.50 30.73 22.94 21.40 23.47 26.46
Ambaric 25.98 26.64 28.56 26.93 24.01 2591 26.14 26.20
Uzbek 24.66 27.44 26.21 29.26 6.96 23.75 7.19 25.82
Chinese (Traditional) 26.58 31.18 28.84 30.30 23.85 31.89 26.06 25.80
Serbian 24.77 25.60 30.46 29.41 21.24 21.84 25.75 25.57
Marathi 24.30 23.96 23.85 26.61 21.13 22.75 20.60 2541
Gujarati 23.68 24.76 25.05 27.07 21.12 23.15 22.29 25.31
Spanish 21.01 24.18 23.85 25.94 20.10 22.87 22.58 25.10
Punjabi 26.71 22.63 27.55 23.68 27.01 23.65 27.52 24.82
Bengali 25.32 26.48 26.57 25.80 22.46 25.14 23.43 24.78
Tigrinya 28.87 27.79 30.63 26.10 27.40 27.70 28.12 24.58
Yoruba 24.92 23.01 24.94 28.28 23.03 23.08 23.35 24.37
Tamil 25.88 27.21 27.48 28.20 21.00 23.72 22.39 24.21
Oromo 26.56 22.48 28.38 25.24 21.41 20.23 22.74 22.32
Telugu 23.28 24.69 20.87 23.65 19.59 22.08 18.15 20.77
Kyrgyz 24.16 26.57 25.10 23.14 18.66 22.25 19.51 18.00
Azerbaijani 25.83 24.96 28.28 21.28 20.40 20.64 22.87 17.33
Korean 22.59 29.68 25.61 15.73 21.40 31.16 24.11 9.39
Table 9: XQuAD F1 results.
English Source Language
PalLM2-S PaLM2-L PalLM2-S PaLM2-L
Language Pre-Translate Direct Pre-Translate Direct Pre-Translate Direct Pre-Translate Direct
Arabic 72.61 66.58 83.88 87.75 72.53 63.92 82.07 88.99
Chinese 68.71 89.6 78.96 88.44 55.92 86.79 66.63 83.97
German 73.7 66.11 86.54 87.91 72.14 66.34 84.39 89
Greek 71.71 65.75 85.8 87.41 71.47 67.4 83.73 88.03
Hindi 68.22 64.66 81.98 81.8 74.87 71.14 82.76 83.98
Russian 70.88 67.55 84.13 84.6 64 67.28 74.37 81.53
Spanish 70.23 68.41 85.18 86.39 67.45 68.55 81.17 85.66
Thai 66.33 81.94 79.8 89.08 60.08 79.97 73.68 88.44
Turkish 67.43 62.7 81.7 85.77 61.2 61.15 75.34 81.49
Vietnamese 70.66 73.41 82.6 87.47 72.21 74.89 82.89 88.1
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Table 10: XStoryCloze accuracy results.

PaLM2-S PaLM2-L

Language  Pre-Translation Direct Pre-Translation  Direct
Basque 0.960 0.952 0.980 0.997
Russian 0.981 0.971 0.990 0.995
Chinese 0.980 0.981 0.991 0.994
Spanish 0.980 0.979 0.985 0.994
Indonesian 0.970 0.973 0.988 0.993
Arabic 0.969 0.976 0.982 0.993
Hindi 0.965 0.975 0.978 0.991
Burmese 0.948 0.963 0.966 0.989
Swahili 0.944 0.964 0.966 0.987
Telugu 0.938 0.950 0.972 0.979

Table 11: XCOPA accuracy results.

PaLM2-S PalLM2-L

Language Pre-Translation  Direct Pre-Translation  Direction
Estonian 0.920 0.952 0.936 0.988
Italian 0.944 0.958 0.956 0.986
Indonesian 0.924 0.946 0.958 0.974
Turkish 0912 0.954 0.924 0.970
Chinese 0.950 0.944 0.966 0.970
Vietnamese 0.920 0.928 0.942 0.964
Tamil 0.892 0.918 0914 0.956
Swabhili 0.828 0918 0.838 0.936
Thai 0.878 0.908 0.880 0.922
Haitian 0.848 0.844 0.848 0.920
Cusco-Collao Quechua 0.596 0.604 0.694 0.694
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Table 12 — BeleBele accuracy results.

PalL.M2-S PalLM2-L
Language Pre-Translation  Direct Pre-Translation  Direct
Slovenian 0.878 0.886 0.921 0.952
Afrikaans 0.889 0.896 0.934 0.951
Serbian 0.863 0.893 0914 0.950
Dutch 0.881 0.891 0.923 0.949
Standard Latvian 0.858 0.884 0917 0.948
Portuguese 0.899 0.892 0.947 0.948
German 0.871 0.896 0.940 0.948
French 0.883 0.909 0.936 0.946
Danish 0.886 0.897 0.930 0.944
Catalan 0.874 0.897 0.921 0.944
Vietnamese 0.846 0.886 0.909 0.943
Lithuanian 0.869 0.878 0.909 0.942
Romanian 0.881 0.891 0.923 0.942
Hungarian 0.862 0.894 0.922 0.942
Ukrainian 0.880 0.892 0.911 0.942
Chinese (Simplified) 0.876 0.902 0.924 0.942
Modern Standard Arabic 0.850 0.878 0.920 0.941
Czech 0.883 0.897 0917 0.940
Russian 0.873 0.888 0.932 0.940
Bulgarian 0.876 0.897 0.931 0.940
Standard Malay 0.863 0.881 0.916 0.940
Croatian 0.821 0.891 0.917 0.939
Greek 0.868 0.884 0.918 0.938
Norwegian Bokmal 0.880 0.893 0.920 0.938
Estonian 0.846 0.882 0.917 0.937
Polish 0.861 0.880 0918 0.937
Spanish 0.878 0.882 0.927 0.937
Slovak 0.873 0.889 0918 0.937
Swedish 0.870 0.883 0.928 0.937
Chinese (Traditional) 0.828 0.893 0.907 0.937
Italian 0.878 0.884 0.917 0.936
Swabhili 0.792 0.864 0.889 0.936
Indonesian 0.851 0.872 0.919 0.934
Finnish 0.854 0.883 0.908 0.933
Western Persian 0.848 0.874 0.892 0.931
Georgian 0.796 0.853 0.880 0.930
Korean 0.851 0.884 0.900 0.930
Cebuano 0.846 0.833 0.902 0.929
Northern Uzbek 0.823 0.861 0.872 0.929
Basque 0.839 0.852 0.899 0.928
Macedonian 0.850 0.869 0.907 0.928
Turkish 0.830 0.860 0.890 0.926
Japanese 0.803 0.858 0.899 0.926
Maltese 0.832 0.829 0.898 0.924
Hebrew 0.820 0.878 0.882 0.921
Kyrgyz 0.790 0.829 0.853 0.919
Armenian 0.820 0.842 0.882 0.918
Egyptian Arabic 0.777 0.832 0.849 0.917
Kannada 0.729 0.814 0.883 0914
Urdu 0.784 0.819 0.862 0.913
Icelandic 0.836 0.858 0.882 0913
Central Kurdish 0.777 0.801 0.839 0.913
Sinhala 0.809 0.806 0.879 0912
Tajik 0.806 0.800 0.867 0.912
Haitian Creole 0.791 0.780 0.861 0911
Marathi 0.797 0.847 0.862 0.908
Odia 0.752 0.746 0.841 0.907
North Levantine Arabic 0.709 0.818 0.806 0.907
Malayalam 0.804 0.821 0.858 0.906
North Azerbaijani 0.781 0.810 0.833 0.904
Nepali 0.791 0.819 0.853 0.903
Assamese 0.780 0.784 0.847 0.902
Gujarati 0.771 0.750 0.850 0.901

Continued on next page
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Table 12 — BeleBele continued from previous page

PalLM2-S PalLM2-L
Language Pre-Translation  Direct Pre-Translation  Direct
Javanese 0.770 0.803 0.821 0.900
Najdi Arabic 0.736 0.824 0.802 0.899
Bengali 0.780 0.813 0.842 0.899
Thai 0.781 0.826 0.853 0.898
Halh Mongolian 0.752 0.809 0.814 0.897
Southern Pashto 0.668 0.782 0.794 0.894
Sindhi 0.740 0.742 0.830 0.892
Kazakh 0.770 0.813 0.829 0.891
Ambharic 0.744 0.762 0.817 0.891
Sundanese 0.759 0.794 0.839 0.889
Hindi 0.777 0.802 0.868 0.887
Plateau Malagasy 0.739 0.723 0.826 0.884
Tamil 0.737 0.788 0.817 0.882
Khmer 0.724 0.777 0.819 0.881
Burmese 0.740 0.800 0.806 0.878
Tlocano 0.731 0.691 0.861 0.869
Hindi (Romanized) 0.591 0.723 0.657 0.867
Mesopotamian Arabic 0.689 0.764 0.738 0.860
Telugu 0.741 0.741 0.817 0.856
Hausa 0.658 0.661 0.748 0.850
Lao 0.686 0.690 0.784 0.836
Xhosa 0.703 0.629 0.776 0.830
Southern Sotho 0.714 0.584 0.787 0.826
Somali 0.639 0.561 0.743 0.819
Shona 0.667 0.657 0.747 0.814
Zulu 0.641 0.609 0.721 0.813
Urdu (Romanized) 0.498 0.598 0.800 0.811
Bengali (Romanized) 0.506 0.553 0.780 0.798
Maori 0.597 0.553 0.684 0.794
Nepali (Romanized) 0.521 0.601 0.782 0.791
Tigrinya 0.693 0.587 0.800 0.780
Guarani 0.663 0.552 0.724 0.778
Kinyarwanda 0.637 0.521 0.701 0.760
Northern Sotho 0.582 0.487 0.657 0.759
Modern Standard Arabic (Romanized) 0.309 0.399 0.581 0.748
Yoruba 0.512 0.493 0.610 0.730
Igbo 0.552 0.547 0.651 0.720
West Central Oromo 0.629 0.440 0.721 0.657
Tsonga 0.674 0.442 0.754 0.643
Lingala 0.627 0.460 0.708 0.624
Bambara 0.446 0.321 0.508 0.402
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Table 13 — Language Statistics

Language Datasets Joshi Rank | Language Datasets Joshi Rank
Swahili 5 2 Southern Sotho 1 1
Russian 5 4 Slovenian 1 3
Indonesian 5 3 Slovak 1 3
Chinese 5 5 Sindhi 1 1
Arabic 5 5 Shona 1 1
Vietnamese 4 4 Romanian 1 3
Turkish 4 4 Punjabi 1 2
Thai 4 3 Polish 1 4
Telugu 4 1 Odia 1 1
Spanish 4 5 Norwegian Bokmal 1 1
Hindi 4 4 Northern Sotho 1 1
Tamil 3 3 North Levantine Ara- 1 0
bic
Korean 3 4 Nepali (Romanized) 1 0
Burmese 3 1 Najdi Arabic 1 0
Bengali 3 3 Mongolian 1 1
Yoruba 2 2 Modern Standard Ara- 1 0
bic (Romanized)
Uzbek 2 3 Mesopotamian Arabic 1 0
Urdu 2 3 Maori 1 1
Ukrainian 2 3 Maltese 1 2
Tigrinya 2 2 Malayalam 1 1
Somali 2 1 Malay 1 3
Sinhala 2 0 Malagasy 1 1
Serbian 2 4 Macedonian 1 1
Portuguese 2 4 Lithuanian 1 3
Persian 2 4 Lingala 1 1
Pashto 2 1 Latvian 1 3
Oromo 2 1 Lao 1 2
Nepali 2 1 Kinyarwanda 1 1
Marathi 2 2 Khmer 1 1
Kyrgyz 2 1 Kazakh 1 3
Japanese 2 5 Kannada 1 1
Italian 2 4 Javanese 1 1
Igbo 2 1 Ilocano 1 1
Hausa 2 2 Icelandic 1 2
Haitian 2 2 Hungarian 1 4
Gujarati 2 1 Hindi (Romanized) 1 0
Greek 2 3 Hebrew 1 3
German 2 5 Guarani 1 1
French 2 5 Georgian 1 3
Finnish 2 4 Gaelic 1 0
Estonian 2 3 Egyptian Arabic 1 3
Chinese (Traditional) 2 1 Dutch 1 4
Basque 2 4 Danish 1 3
Azerbaijani 2 1 Czech 1 4
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Table 13 — Language Statistics

Language Datasets Joshi Rank ‘ Language Datasets Joshi Rank
Ambharic 2 2 Cusco-Collao 1 0
Quechua
Zulu 1 2 Croatian 1 4
Xhosa 1 2 Central Kurdish 1 1
Welsh 1 1 Cebuano 1 3
Urdu (Romanized) 1 0 Catalan 1 4
Tsonga 1 1 Bulgarian 1 3
Tajik 1 1 Bengali (Romanized) 1 0
Swedish 1 4 Bambara 1 1
Sundanese 1 1 Assamese 1 1
Southern Sotho 1 1 Armenian 1 1
Slovenian 1 3 Afrikaans 1 3
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