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Abstract

Text detoxification is a textual style transfer
(TST) task where a text is paraphrased from a
toxic surface form, e.g. featuring rude words,
to the neutral register. Recently, text detox-
ification methods found their applications in
various task such as detoxification of Large
Language Models (LLMs) (Leong et al., 2023;
He et al., 2024; Tang et al., 2023) and toxic
speech combating in social networks (Deng
et al., 2023; Mun et al., 2023; Agarwal et al.,
2023). All these applications are extremely im-
portant to ensure safe communication in mod-
ern digital worlds. However, the previous ap-
proaches for parallel text detoxification corpora
collection—ParaDetox (Logacheva et al., 2022)
and APPADIA (Atwell et al., 2022)—were ex-
plored only in monolingual setup. In this work,
we aim to extend ParaDetox pipeline to multi-
ple languages presenting MultiParaDetox to
automate parallel detoxification corpus collec-
tion for potentially any language. Then, we
experiment with different text detoxification
models—from unsupervised baselines to LLMs
and fine-tuned models on the presented parallel
corpora—showing the great benefit of parallel
corpus presence to obtain state-of-the-art text
detoxification models for any language.

Warning: This paper contains rude texts that
only serve as illustrative examples.

1 Introduction

We formulate text detoxification task as stated in
(Dementieva et al., 2021) so the objective is to
paraphrase a toxic text to a text that: (i) has neutral
style (register); (ii) saves the meaningful content as
much as possible; (iii) is fluent at least at the same
level as the input text. Before, many unsupervised
approaches for text detoxification were presented
(Nogueira dos Santos et al., 2018; Dale et al., 2021;
Floto et al., 2023) addressing the task based only on
available toxic or hate speech classification corpora
which are most commonly non-parallel. However,

Russian
Original Tebs sT0 e**T1 He HoKHO, T***prora,
You shouldn’t give a f**k, f**got
Detox Tebst 5T0 BOJIHOBATH HE JIOJI2KHO
You don’t have to worry about that
Ukrainian
Original C**a gk xe meHe Bci Gicars 6**Tb
F**k, everyone pisses me the f**k off
Detox SIK Ke MeHe BCi 0icsaThb
I’'m so irritated by everyone
Spanish
Original Este pais se va a la m**rda
This country is going to s**t
Detox Cosas van muy mal en este pais
Things are going very badly in this country

Table 1: Text detoxification parallel pairs examples from
Russian, Ukrainian, and Spanish ParaDetox datasets.

in ParaDetox (Logacheva et al., 2022) and APPA-
DIA (Atwell et al., 2022) the benefit of parallel
corpus for text detoxification was illustrated—the
seq2seq models like BART (Lewis et al., 2020) and
TS5 (Raffel et al., 2020) fine-tuned on the presented
corpora outperformed previous unsupervised base-
lines in both manual and automated evaluations.

While the parallel detoxification corpora are
already available together with their collection
pipelines, they were only presented for English
language. However, we strongly support the idea
of such corpus availability for any language would
lead to fair and safe LMs development equally for
all languages (Akiki et al., 2022). In this work, we
aim to extend ParaDetox collection pipeline to a
multilingual format confirming the hypothesis that
it can be used to collect parallel text detoxification
data for any language'. Thus, the contributions of
this work are as following:

'In our study we use crowdsourcing platforms: they have
wide, yet limited support of languages. In principle, our
pipeline shall be usable for spoken languages with available
text corpora (preferably in form of user-generated comments).
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Figure 1: MultiParaDetox pipeline for parallel corpus collection using crowsourcing: Step 1: Toxic Corpus
Collection - texts can obtained either from available for the target language binary classification (non-parallel)
corpus or by keywords search in some general corpus; Step 2: Task Language Adaptation to the target language
with translation system and a cross-check by native speakers; Step 3: Tasks Settings Adjustment by configuring
annotators language requirements and quality control tasks.

* We present MultiParaDetox: a pipeline for ex-
tension of text detoxification corpus collection
procedure to new languages;

* We showcase the pipeline collecting new
parallel datasets for three new languages—
Spanish (from Romance branch of Indo-
European language family), Russian, and
Ukrainian (from East Slavic branch);

» We present the first of its kind evaluation study
of unsupervised baselines, LLMs, and fine-
tuned supervised models for these three lan-
guages for the text detoxification task affirm-
ing the advantages of parallel corpora.

All the introduced data and models are available
for public usage online.?

2 Related Work

Text Style Transfer with Parallel Data While
the tasks of text style transfer were explored for
diverse domains (sentiment, authors styles, formal-
ity, toxicity), these problems are addressed in the
majority of cases only with non-parallel text classi-
fication corpora. To this date, only a few parallel
corpora for text style transfer were presented: (i)
Bible corpus (Carlson et al., 2018) which was ob-
tained historically due to many reissues of the text;
(i1)) GYAFC (Rao and Tetreault, 2018) which was
collected via crowdsourcing but verified manually
by the authors of the work; (iii) APPADIA (Atwell
et al., 2022) which was annotated by expert soci-
olinguists; (iv) ParaDetox (Logacheva et al., 2022)

Zhttps://huggingface.co/textdetox

which was fully collected and verified by crowd-
sourcing.

Text Detoxification As ParaDetox and APPA-
DIA datasets have appeared recently, the vast atten-
tion in the text detoxification field has been paid
to unsupervised methods. In (Nogueira dos San-
tos et al., 2018), the basic encoder-decoder was
extended with a collaborative classifier and a set of
specialized loss functions for detoxification. Then,
the power of Masked Language Modelling (MLM)
were utilized in CondBERT and ParaGedi models
(Dale et al., 2021). These unsupervised baselines
were improved with the mixture of experts and anti-
experts concept in MaRCo (Hallinan et al., 2023).
However, the seq2seq models from ParaDetox and
APPADIA works showed so far more promising
text detoxification results than those based on non-
parallel corpora, such as those mentioned above.

Text Style Transfer in Multilingual and Cross-
lingual Setups Also, several works are already
dedicated to the extension of text style transfer
methods to new languages. For sentiment, in
(Mukherjee et al., 2023), English dataset was ex-
tended to Bangla with manual annotation. X-
FORMAL dataset (Briakou et al., 2021) was in-
troduced as the extension of GYAFC for three new
languages and was obtained via automated transla-
tion. For text detoxification task, the cross-lingual
setup was explored in (Dementieva et al., 2023)
attempting to transfer knowledge from English to a
low-resource language. While several approaches
showed compatible results, they are still inferior in
quality to methods fine-tuned on parallel data.
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3 MultiParaDetox Pipeline

We adapt ParaDetox (Logacheva et al., 2022) col-
lection pipeline as it was designed to automate the
data collection as well as verification with crowd-
sourcing. The pipeline consists of three tasks:

Task 1: Rewrite text in a polite way Annotators
need to provide the detoxified paraphrase of
the text so it becomes non-toxic and the main
content is saved or to skip paraphrasing if the
text is not possible to rewrite in non-toxic
way;

Task 2: Do these sentences mean the same?
Check if the content is indeed the same
between the original toxic text and its
potential non-toxic paraphrase;

Task 3: Is this text offensive? Verification of the
provided paraphrase if it is indeed non-toxic.

We extend this pipeline to MultiParaDetox sup-
porting any new language (see Figure 1):

Step 1: Toxic Corpus Preparation Firstly, we
need to prepare toxic samples that will serve as
input to the ParaDetox pipeline. In the annotation,
we focus only on explicit toxicity types (van Aken
et al., 2018). (i) If there already exists binary toxic-
ity classification dataset, then it is enough to select
from it toxic or hate part preferably with labels like
“toxic”, “offensive”, “obscene’; (ii) If there is not
such dataset, then samples with explicit toxicity can
be selected by finding toxic keywords substrings in
the texts. As we want sentences to have meaningful
content, only sentences with less then 1/2 of toxic
keywords fraction should be chosen.

Step 2: Tasks Language Adaptation Then, the
ParaDetox tasks needed to be adapted for the target
language. This can be done with combination of
automated translation followed by language native
speakers texts proofreading.

Step 3: Tasks Settings Adjustment Finally, for
the crowdsourcing tasks, the language and country
settings should be chosen accordingly to the target
language. For the quality control, we follow the
procedure described in ParaDetox utilising training,
exam, and control tasks. We claim that these tasks
can be also translated from the original ones with
slight edits by native speakers according to special
cases of toxicity for the language.

4 Collection of New Parallel Datasets with
MultiParaDetox

We applied the described above pipeline to obtain
new parallel datasets for three languages—Russian,
Ukrainian, and Spanish. The choice of language
was done based on the availability of native speak-
ers of these languages. The data collection was
done via Toloka platform.? For translations, we
used DeepL* API (tasks texts are presented in Ap-
pendix A). We accepted to the annotation only
workers who proved the corresponding language
fluency with a test. The general information about
the datasets is presented in Table 2 with example
samples in Appendix B.

As Russian toxicity classification datasets were
available for Russian language, we selected toxic
sentences from Russian Language Toxic Com-
ments competitions (Belchikov, 2019; Semiletov,
2020). In case of the Ukrainian language, there
was no binary toxicity classification corpus avail-
able. We filtered from Ukrainian Tweets Cor-
pus (Bobrovnyk, 2019a) the explicitly toxic sam-
ples that contain obscene lexicon from the prede-
fined list (Bobrovnyk, 2019b). For Spanish lan-
guage, we selected samples for annotation from
two datasets: hate speech detection one (Pereira-
Kohatsu et al., 2019) as well as filtered by keywords
Spanish Tweets corpus (Pérez et al., 2022).

We collected the data for each language depend-
ing on the available input data and resources. The
nature of the original data influenced the process.
Thus, the lowest ratio of non-detoxified sample fil-
tering was observed for Ukrainian language. For
Spanish, this ratio is higher as the input data labels
were more from the hate speech domain. Neverthe-
less, for each language it was possible to collect at
least several hundreds of pairs with 1-3 paraphrases
per each toxic input.

Data Quality Verification To verify the quality
of all collected data, we randomly selected 100
pairs per language and asked 3 annotators—native-
speakers for each language with the expertise in the
topic—to label if the pair meets the requirements of
the task or not. For all languages, the amount of in-
appropriate pairs was < 10%. The inner-annotator
agreement was estimated with Krippendorff’s «:
for Russian it equals to 0.85, for Ukrainian it equals
to 0.90, and for Spanish it equals to 0.67.

3https://toloka.ai
*https://www.deepl.com/translator
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Filtered Unique Length in Cost per

Target Input | Non-detox. Inputs Paraphrases | Paraphrases Tokens of Total | Unique
Language | Samples | Samples | Paraphrases per Input Total Toxic/neutral | Costs | Sample
Russian | 30000 | 65% | 8500 | 183 | 11200 | 10.1/9.7 | $880 | $0.11
Ukrainian | 2700 | 20% | 2122 | 219 | 466l | 125/108 | $849 | $0.18
Spanish | 720 | 54% | 337 | 167 | 565 | 11.7/96 | $278 | $0.40

Table 2: Statistics of new ParaDetox data: the crowdsourcing steps and final datasets.

5 Text Detoxification Experiments

To enhance the validation of the data collected us-
ing MultiParaDetox, we conduct text detoxification
experiments, comparing baselines with fine-tuned
models with the newly obtained data.

5.1 Text Detoxification Systems

Duplicate Simple copy-paste of the toxic input
to the output without any change. This baseline has
the highest SIM score by definition.

Delete Elimination of obscene substrings from
a manually constructed dictionary of rude words.
Existing lexicons are used for Russian (Dementieva
et al., 2021), Ukrainian (Bobrovnyk, 2019b), and
Spanish (Wormer, 2022).

condBERT We adapted one of the MLM-based
unsupervised methods from (Dale et al., 2021). We
used mBERT (Devlin et al., 2019) as a base model.
The model runs MLM to generate list of substitutes
selecting non-toxic ones.

LLM Prompting Firstly, we experimented with
several multilingual models—MTO0-large (Muen-
nighoff et al., 2023), BloomZ-7b (Muennighoff
et al.,, 2023), and LLaMa-7b (Touvron et al.,
2023)—to select the most promising one for the
task (see the results in Appendix D). In the end, we
proceed with LLaMa in zero-shot setup with the
corresponding for each language prompt:

Rewrite the following text in a more polite but natural
form, maintaining its original meaning (no comments,
just rewritten text) {text}.

Fine-tuned LM on Translated Data We also
tried to obtain synthetic parallel corpa by translat-
ing English ParaDetox (Logacheva et al., 2022)
to our target languages. We utilized mBART
model (Liu et al., 2020)° for the translation step.

Shttps://huggingface.co/facebook/mbart-large-50-many-
to-many-mmt

Fine-tuned LM on ParaDetox Finally, we fine-
tuned text generation models on the presented data.
We fine-tuned mBART (Liu et al., 2020)6 in both
monolingual and multilingual setups.

5.2 Evaluation Setups

We follow the automated evaluation setup used
in (Logacheva et al., 2022) adapting it to our target
languages. In this setup, three following compo-
nents are measured:

Style Transfer Accuracy (STA) Toxicity classi-
fication result from the classifiers: for Russian (De-
mentieva et al., 2021), Ukrainian (we trained our
own classifier based on the additionally collected
data with Task 3), Spanish (Aluru et al., 2020).

Content Similarity (SIM) Cosine similarity be-
tween LaBSE embeddings (Feng et al., 2022) of a
toxic input and a model’s output.

Fluency (FL) Perplexity score of the output from
mGPT model (Shliazhko et al., 2024) compared to
the score of the input—the acceptable output should
be no less fluent as input.

The three components are subsequently com-
bined into the final Joint (J) metric used for the
final ranking of approaches. Given an input toxic
text z; and its output detoxified version y;, for a
test set of n samples:

J=4 ;STA(,%) - SIM(z;,y;) - FL(y;),

where STA(y;), SIM(z;, y;), FL(y;) € {0, 1} for
each text detoxification output sample y;.

6 Results

The results of the systems evaluation are presented
in Table 3. Additionally, we provide the examples
of models outputs in Appendix C.

Delete methods reaches the highest content sim-
ilarity as it was designed to modify the original
sentence slightly. However, it does not filter all

®https://huggingface.co/facebook/mbart-large-50
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toxic language and gains the lowest STA scores.
The condBERT method fails to make substitutions
with correct words and obtains not good enough
fluency scores. LLaMa achieves very high STA
scores concurrently with the lowest SIM scores.
The model can hallucinate and even generate text
not in a target language as can be observed from
the examples.

The models fine-tuned on the translated datasets
fail for each language in STA scores. The ratio-
nale lies in the diversity of toxic phrases across
languages. For instance, Russian and Ukrainian,
being morphologically rich languages, encompass
a multitude of toxic expressions that cannot be di-
rectly translated from English. Moreover, there
exists a strong correlation between language and
culture, manifesting in specific discussion topics
and expressions unique to each language’s online
informational space.

Finally, the models fine-tuned on the proposed
data never fail in any of the evaluation parameters
and outperform unsupervised baselines based on J
score with a high gap. This attests to the reliability
of our data and necessity of parallel text detoxi-
fication corpora in acquiring state-of-the-art text
detoxification models. For Spanish, a slight drop
of the results can be cased by significantly lower
amount of the training data. Even in this case, the
model shows promising results while other models
still did not produce qualitative results (LLaMa got
high STA scores but the content output text was
just random).

In the end, we also presented the results for mul-
tilingual text detoxification model fine-tuned for all
three languages. The obtained results on par with
monolingual models confirm the possibility to ob-
tain single multilingual model for the multilingual
text detoxification task.

7 Conclusion

We presented MultiParaDetox—the extension of
ParaDetox pipeline for parallel data collection
for the text detoxification task to new languages.
The target language corpus collection can be pre-
pared only with three steps: provision of input
toxic corpus, crowdsourcing tasks language adap-
tation, and corresponding settings adjustments. We
tested our proposed pipeline extension on three
new languages—Russian, Ukrainian, and Spanish—
collecting corresponding new corpora.

The quality of the data was verified manually

[ STA [ SIM [ FL [ J
Russian
Human references 0.858 | 0.720 | 0.783 | 0.484
Duplicate 0.244 | 1.000 | 1.000 | 0.247
Delete 0.568 | 0.891 | 0.856 | 0.410
condBERT 0.585 | 0.872 | 0.685 | 0.349
LLaMa 0.896 | 0.285 | 0.763 | 0.195
mBART-Translated 0.452 | 0.893 | 0.826 | 0.333
mBART-RuParaDetox | 0.772 | 0.750 | 0.781 | 0.492
Ukrainian
Human references 0.872 | 0.897 | 0.669 | 0.523
Duplicate 0.053 | 1.000 | 1.000 | 0.053
Delete 0.872 | 0.944 | 0.163 | 0.134
condBERT 0.747 | 0.869 | 0.147 | 0.095
LLaMa 0.900 | 0.349 | 0.669 | 0.210
mBART-Translated 0.506 | 0.900 | 0.678 | 0.309
mBART-UkParaDetox | 0.759 | 0.929 | 0.725 | 0.511
Spanish
Human references 0.653 | 0.843 | 0.407 | 0.224
Duplicate 0.195 | 1.000 | 1.000 | 0.195
Delete 0.415 | 0.955 | 0.305 | 0.121
condBERT 0.525 | 0.884 | 0.161 0.075
LLaMa 0.949 | 0.284 | 1.000 | 0.269
mBART-Translated 0.407 | 0.861 | 0.619 | 0.217
mBART-EsParaDetox 0.576 | 0.858 | 0.483 | 0.239

All languages: English, Russian, Ukrainian, Spanish

mBART-MParaDetox | 0.675 | 0.958 | 0.690 | 0.436

Table 3: Text detoxification results. Within methods
comparison, bold numbers denote the best results in a
column, gray — the lowest.

by native speakers. Finally, the data efficacy was
confirmed with text detoxification systems compar-
ison where the models fine-tuned on our data out-
performed unsupervised baselines and zero-shot-
prompted LLMs.

Limitations

Firstly, we would like to emphasize that in our text
detoxification task definition and data we purposely
include only explicit types of toxicity. More specif-
ically, one may consider the task studied in this
paper as paraphrase from the rude to neutral style.
The task of addressing implicit toxicity is more
challanging (Wiegand et al., 2023) and may require
different other forms of its post-processing (Mun
et al., 2023). While a rude text can be paraphrased
to a neural form if its message is inherently non-
toxic, implicitly toxic text carrying inherently toxic
message hardly can be paraphrased without the
change of this original toxic meaning. To collect
parallel datasets for new toxicity types, i.e. sar-
casm, racism, more sophisticated definition of the
text detoxification task should be designed.
Additionally, the datasets resulting from our data
collection experiments exhibited an uneven distri-
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bution of sample ratios. That happened due to natu-
ral sequential progress of experiments and available
resources for each step. We openly share the tasks
instruction for each language so the research com-
munity can as well contribute to the data collection.
Also, the further research direction might be to
explore the minimal necessary amount of parallel
data to fine-tune a solid text detoxification model.
While we presented the experiment to obtain
one multilingual text detoxification model, the task
of cross-lingual knowledge transfer between lan-
guages still has a room for improvement. Be-
fore, there was already preliminary experiments
for cross-lingual text detoxification transfer (De-
mentieva et al., 2023). Howeyver, there is still a pos-
sibility to extension to more languages. Another
side of this questions is to explore if the transfer
between languages from neighbouring language
families can help to improve the performance.

Ethical Considerations

We explore the task of text detoxification only for
the positive impact side of the textual communica-
tion. Thus, such systems can be potentially used
in automated dialogue systems (Deng et al., 2023),
preprocess training data (Tang et al., 2023), and
more niche toxicity tackling as, for instance, misog-
yny (Sheppard et al., 2023). The reverse process,
toxificiation of the texts, can be done simply by
adding some obscene lexicon to the texts and then
easily can be addressed with our models.

During crowdsourcing process, we established
the most fair to our understanding payment to an-
notators: Task 1 —0.15$ per page, Task 2 — 0.12$
per page, Task 3 — 0.10$ per page. The data were
collected in several dozens of iterations and each
iteration was of several hundreds of pages which
resulted to the enough amount of tasks to be com-
pleted by annotators.
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A  MultiParaDetox Crowdsourcing Tasks and Instructions

Here, we list the texts of crowdsourcing task titles and instructions in their original form used to col-
lect MultiParaDetox correspondingly for each languages: (i) Russian (Section A.1); (ii) Ukrainian
(Section A.2); (iii) Spanish (Section A.3).

A.1 Russian

Task 1:IlepenummuTe TeKCT B BEKJIMBOM CTHUJIE

Instructions

Bawm Oygier mmokazaH TEKCT, KOTOPbBIi, BOSMOXKHO, COJAEPKUT OCKOPOJIeHUsT Uin IpyOble BbIpa-
Kenusi. Bam Tpebyercst mepenucaTrh ero Tak, 9ToObI COXPAHUTDL COJIeprKaHne U N30aBUTHCS OT
ockopbOJieHnii. Ecian TekcT He ocKOpOUTEIbHBIN U He rpyOblii, BeiOepuTe ommuio " Teker Heab3st
mepenucarh"u yKaKnuTe MPUanmy.

Task interface

Ilepenuimure TeKCT Tak, YTOOLI B HEM He OBLIO OCKOPOJIEHNI, a COmepKaHne He TTOMEHSIIOCH.

Possible answers:

e Bamr BapuanT

e TexkcT Henb3s nepenucaTb

9T0 OGECCMBICJCHHBII TEKCT

B Tekcre m Tak HeT ockopOJieHMit

Heso3moxxno yoparh ockopb/ienns 6e3 3HaTUTEIHLHOTO N3MEHEHUS COJIEPIKAHUST

Hpyroe

Task 2: CpaBHuTe mpejIoKeHus 10 CMBICITY

Instructions

Ber yBusiuTe niBa npesjoxenns. Baia 3a/1a1a COCTOUT B TOM, 9TOOBI OIPEJIC/IATD, 3HAUAT JIA
OHM OJTHO U TO »ke. IIpeyioXKeHus He JIOJKHBI ObITH aOCOJFOTHO UJIEHTUIHBIM 10 CMBICJIY - OJIHO
U3 HUX MOXKET OBITh OCKOPOUTEIBHBIM, & JIPYTroe COJEepKATh Ty Ke WHMOPMAINIO B HEHTPAJIbHOM
TOHE.

Ecnu ogmo w3 npeyioskennii win 06a peJyioyKeHnst HeCCMBICICHHBI HJIA COJIEPKAT OECCMBIC/IEH-
HbIE CJ10Ba/(Dbpas3bl 3aTpyIHAIONME TIOHUMaHust, BoiOepure orser "Her".

Task interface

DT TpeJTIOKEHUST 3HAYAT OJTHO M TO Ke?!

. Jla
e Her

Task 3: D910 06uaHBIN TeKCT?

Instructions

Bam Tpebyerca nmpodecTb IpeIIoKeHUs U OIPEIe/INTh, COIEPXKaT JIU OHU OCKOPOJIEHUS UJIN
HEIIEH3yPHBbIE U I'PYyObIe CJIOBA.

Buaumanne! HeockopburebHoe IPejIozKeHue MOXKET COLepyKaTh KPUTUKY U ObITHL HEIraTHBHO
OKPAaIIleHHBIM.

Task interface

ComepKUT JI 9TOT TEKCT OCKOPOJIEHNST WIN HelleH3ypHbIE CJI0BA?!

Qﬂa

e Her
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A.2 Ukrainian

Task 1: IlepenumriTh TeKCT y 9eMHOMY CTHJI

Instructions

Bawm Oyme moka3aHo TEKCT, sIKWii, MOXKJINBO, MICTUThL 00pa3u abo rpy6i Bupasu. Bam moTpibHO
[IEPEIUCATH HOro Tak, Mmoo 306epertu 3MicT i mo3byTHCs 0O6pa3. ZKIno TekcT He 0Opas3/uBuii i HE
rpyouit, BubepiTh ommiro "TekeT He MOXKHa IepenucaTr'i BKaXKiTh MIPUIHHY.

Tekct Mmoxke OyTu 3 OyJib-sIKUM OKPACOM — IO3UTHUBHUM Ta HEraTUBHUM. TakoxK MoxKe OyTu 3
rpaMaTuIHIMA oMuakamu. [le peasbHi TekcTH-IOCTH a00 KOMEHTapi 3 COMIBHEX Mepexk. OKpac
(Ta 3MmicT) Tpeba 30eperTh TAKWM. KWl BiH €, IOMUJIKA BUIPABJISITH He 0OOB’SI3KOBO.

Task interface

Ilepenurite TekcT Tak, mMod y HbOMY He Oys10 00pa3, aje 3MiCT He 3MIHUBCS.

Possible answers:

e Barm BapiaHT

e TekcT He MOXKHA ITEPEITHCATH

Ile 6e33micTOBHUIT TEKCT

Y Tekcti it Tak Hemae obpas

HemoximmBo ipubparu obpaszu 6e3 3HATHOT 3MiHU 3MICTY

— Inme

Task 2: IlopiBusiiiTe pedyeHHs 3a 3MiCTOM

Instructions

Bu nobauure m1Ba peuennsi. Balie 3aBiaHHs 1oJisra€ B TOMY, 11100 BUBHAYNATH, YU O3HAYAIOTH
BOHU OjiHe it Te came. Peuennst He nmoBunHi OyTu abCOIIOTHO IMEHTUIHUMHU 38 3MICTOM - OIHE 3
HUX MOzKe OyTH 0Opas3/IMBHUM, a iHIIEe MICTUTH Ty caMy indopMaliiio B HeATpaabHOMY TOHI. AJe
rOJIOBHE, 111006 OCHOBHUI 3MiCTOBHA YacTHHa Oyjia omHa i Ta K cama.

Aximo oxpe 3 pedennb abo obuBa pedeHHs 6e3ray3/i abo MicTATh Ge3rity3i ciaoBa/dpasn, Mo
YCKJIQIHIOIOTH PO3yMiHHsI, BubepiTh Bimmosias "Hi".

Task interface

Ili peuenHsi 03HAYAIOTH OJHE ¥ Te came?

e Tak
e Hi

Task 3: Ile obpaszymmBuii Texkcr?
Instructions

Bam moTpibHo mpounTaTH pedeHHs i BUSHAYUTH, YU MIiCTSITh BOHH 06pa3u abo HeleH3ypHi Ta
rpy06i ciiosa.

YBara! Heobpasue pedeHHst MOyKe MICTUTH KPUTHUKY 1 OyTH HETATUBHO 3a6apBJIEHUM.
Task interface
Yu micTuTh 1eit TekcT obpasu abo HeleH3ypHi caoBa?!

e Tak
e Hi

A.3 Spanish

Task 1: Reescribir el texto en un estilo cortés

Instructions

Se le mostrard un texto que puede contener lenguaje ofensivo o duro. Debera reescribirlo de forma que
conserve el significado y elimine el lenguaje ofensivo. Si el texto no es ofensivo o malsonante, seleccione
la opcién “El texto no puede reescribirs” y explique el motivo.
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El texto puede ser de cualquier color, positivo o negativo. También puede contener errores gramaticales.
Se trata de textos reales -posts o comentarios de redes sociales. El color (y el contenido) debe dejarse tal
cual, y no es necesario corregir ningin error.

Task interface

Reescribe el texto de modo que no contenga insultos pero que el significado siga siendo el mismo.

Possible answers:
* Su opcién
* El texto no puede reescribirse

Este es un texto sin sentido

De todas formas, no hay insultos en el texto

Es imposible eliminar los insultos sin cambiar el significado
Otros

Task 2: ;Estas frases significan lo mismo?

Instructions

Se le mostraran dos frases. Su tarea consiste en indicar si significan lo mismo (o algo parecido) o no.
Las frases no tienen qué ser idénticas: una de ellas puede ser ofensiva y la otra decir lo mismo en tono

neutro.
Si una o ambas frases contienen sinsentidos (no-palabras, cadenas de palabras sin sentido, etc.), elija la

opcioén "No".
Task interface
(Estas dos frases significan lo mismo?

e S{
* No

Task 3: ;Es ofensivo este texto?

Instructions

Debe leer las frases y determinar si son ofensivas o no. Los textos ofensivos son los que contienen
insultos, amenazas, palabrotas. Los textos no ofensivos pueden contener criticas y ser negativos (pero no
insultantes) hacia el interlocutor.

Task interface

(Contiene este texto ofensas o palabrotas?

e Si
* No

A.4 Interface examples

Entonces anda comete un pancho cobra o un
lomito de terraterra y deja de hacerte el finoli...

Reescribe el texto de modo que no contenga insultos
pero que el significado siga siendo el mismo.

.
5

Su opcidén ®
X

El texto no puede reescribirse

Figure 2: Paraphrasing task (Task 1) interface example for Spanish.
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¢ Estas dos frases significan lo mismo?

Que se yo, cosas insignificantes que como siempre como buen
boludo me pongo mal.

Que se yo, cosas insignificantes que como siempre como buen me
pongo mal.

Si No

Figure 3: Content similarity task (Task 2) interface example for Spanish.

Triste patético y responsable con la ley
¢ Contiene este texto ofensas o palabrotas?

Si No

Figure 4: Toxicity detection task (Task 3) interface example for Spanish.

B Samples from ParaDetox for New Languages

Here, we report examples from MultiParaDetox obtained for new languages: (i) Russian (Table 4); (ii)
Ukrainian (Table 5); (iii) Spanish (Table 6).

Original 1,49¢,6** 1b re 3ToT Xepoil GBI 10 3TOr0 CO CBOMMHE JIOKA3ATE/b-
CTBaMHU "’

and where the f**k was this hero before with his evidence?

Paraphrases Hy u rae 3ToT I‘epOﬁ 6bIJI,CO CBOUMUI rHOK21,3a,TGJIbC'l’BaMI/I?
So where was this hero with his evidence?
n,rae aToT Fepoﬁ 6I)LH 0 9TOI'0 CO CBOMMM ,HOKaBaTeHbCTBaMI/I?

and where was this hero before with his evidence?

Original X**Hy BCAKYIO IHIMYT,M3-3a 3TOTO JaiKa.10100**n3m.

They write s**t because of the likes. It’s fu**ing bull**it.

Paraphrases | Uymib BCIKYIO MUITYT, U3- 33 9TOrO JalKa.
They’re writing nonsense because of the likes.
EpyH,ZLy BCAKYIO ITHITYT,M3-3a 3TOI'O Jaiika.

They're writing nonsense because of this like.

Original A nax**ma Torma THI 371€CH 3TO MUCAJ?!

Why the hell did you write this here then?

Paraphrases | A Jijist Wero Toria ThI 3/1€Ch 9TO MMHACA?
Why did you write this here then?
3adeM TBI 3TO MUCAT

Why did you write this

Table 4: Examples of parallel detoxified pairs from RuParaDetox.
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Original

Sk kazaB ommn Besmkwmii, "Ilo To xy**a, mo ero xy**a".

As one of the greats said, "This is bull**it, this is bull**it."

Paraphrases

Ak Ka3aB OUH BEJIUKUIA, 110 TO IIOTAHO TO €TO IIOTAHO
As one great man said, this is bad as well as that is bad.
Ax kazasuogun Benukuit, "I1lo To, o ero".

As one great man said, this and that are equal.

Original

Huena cp™*b BIIOyBa€TbCA B MOEMY 2KHATTI.

Strange s**t is happening in my life.

Paraphrases

JluBHi mozil BigOyBalOTHLCST B MOEMY KUTTI
Strange events are happening in my life

JuBHa pid Biji0yBa€ThCA B MOEMY 2KUTTI

A strange thing is happening in my life

Jusna birasa BiOyBaeTbCsd B MOEMY KUTTI.

A strange stuff is happening in my life

Original

SKa pisHuIlsd, KOTpa rouHa: abu TBOPUTH Xy **10, Yac He BarK/IMBHIi.

It doesn’t matter what time it is: time doesn’t matter when you're making s**t.

Paraphrases

Axa piSHI/IHH, KOTpa roaumHa: abu TBOPUTHU HOIOIIOIIAJIO, 9aC HE Ba-
JKJINUBUHT

It doesn’t matter what time it is: time doesn’t matter when you do whatever you want

Axa piBHI/IL[S{,KOTpa roaguHa abu TBOPpUTU HE 3HaAMO HIO,9aC HE Ba-
JKJIUBUI

doesn’t matter what time it is, as long as you're doing some hell, time is not importan
It d t matt hat t 1 long as loing hell, t t tant

Table 5: Examples of parallel detoxified pairs from UkrParaDetox.

Original

pues hazme los deberes fur**a barata

so do my homework, you cheap s**t.

Paraphrases

Pues hazme los deberes muchacha
So do my homework girl
Puedes hacerme los deberes mujer.

You can do my homework for me, woman.

Original

Este pais se va a la m**rda

This country is going to s**t

Paraphrases

nada puede salvar a este pais
nothing can save this country
Cosas van muy mal en este pais

Things are very bad in this country

Original

Disney se estd riendo en vuestra p**a cara

Disney is laughing in your fuc**ng face

Paraphrases

Disney se estd riendo en vuestra cara
Disney is laughing in your face
Disney se estd riendo de ustedes

Disney is laughing at you

Table 6: Examples of parallel detoxified pairs from EsParaDetox.
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C Text Detoxification Models Outputs

Here, we report the examples of text detoxification models’ outputs (unsupervised baselines, LLM, and
best-performing fine-tuned supervised models) for new languages: (i) Russian (Table 7); (ii) Ukrainian
(Table 8); (iii) Spanish (Table 9).

Original

Jlaa.CTpaHa HyXKJIaeTcs B reposx,nu™*a poxkaer mypakos

well. the country needs heroes, c**t gives birth to fools

Delete

CondBERT

LLaMa

ruT5-detox

Jlaa.cTpaHa HyXKJIaeTcs B Mepodx I F1a poXKaeT

well. the country needs heroes, c**t gives birth

Jlaa.CTpaHa HyKJIAeTCsl B TePOsiX, ™ * 1a poxKaeT Jlypakos

well. the country needs heroes, c**t gives birth to fools

Crpana HyXKJIaeTcs B reposiX, a He B JIUIAX, KOTOPbIe JeMOH-
CTPUPYIOT HEBEIKECTBO M HEJIOCTATOYHOE YBAYKEHHE K JPYTUM.
The country needs heroes, not individuals who demonstrate ignorance and lack of respect for others.
Jlaa.CTpaHa HyzKJIaeTcsi B TeposiX, IJIOXOH JeloBeK poxKaeT
JIYIBIX JleTeil

well. the country needs heroes, bad person gives birth to fool children

Original

oT onHoit eba**mku nzbasumuck:d :d

They have got rid of one stupid c**t

Delete

CondBERT

LLaMa

ruT5-detox

oT oxHoil n3basmimck:d :d

They have got rid of one

oT oxHOI TBapy m3baBmianch:d :d

They have got rid of one creature

Ns6asuThest oT €6 *¥0BKHM MOXKHO, €CJIU II0CTapaThCs.
It is possible to get rid of eb**avka if you try hard.

OT OJIHOM JIEeBYIIKNA N30ABUJINCD

They have got rid of one girl

Original

ge xBaTuyI0? de 100aBUTh? K **0il JKUPHON UTO JIM MOKPYTH-
aa? -d :-d

what was enough? what should I add? Did you twirl your fat a*s? :-d :-d

Delete

CondBERT

LLaMa

ruT5-detox

4ye XBaTUJIO! Ye J00aBUTh? >KUPHOM YTO JIM MOKpyTUia :-d
-d

what was enough? what should I add? Did you twirl your fat ? :-d :-d

e XBaTUjI0? 9e 100aBUTh? MaJIKy KUPHOI ITO JIi MOKPYyTUIa?
-d :-d

what was enough? what should I add? stick you twirl your fat ? :-d :-d

Original text: "I can’t believe you actually think that. You must be
joking. This is complete nonsense."

Polite version: "I’'m a bit surprised by your statement, I have to
say. Could you perhaps provide some more context or clarify
your point? I want to make sure I understand your perspective
correctly."

ge XBaTUI0? 4Ye JJ00aBUTDL?

what was enough? what should I add?

Table 7: Examples of text detoxification outputs by different models for Russian.
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Original

PebsaTki, copi 3a To, mo g Taka K**Ba.

Guys, sorry for being such a wh**e.

Delete

CondBERT

LLaMa

BART-ParaDetox

Parki, copi 3a To, mo g Taka a.

Ryatki, sorry for being like that a.

PebsiTki |, copi 3a To , 1m0 g Taka K.

Guys, sorry for being like K.

JliTu, s coOpoMIIOCs 3a Te, IO s1 TAKOIO JIIOINHA.
Children, I am ashamed that I am such a person.

Pebsarki, copi 3a To, 110 g Taka JIypHA.

Guys, sorry for being so stupid.

Original

Ot moitHo g Taka Hixijgo a**en!

Oh cool, I was fu**ing amazed!

Delete

CondBERT

LLaMa

BART-ParaDetox

Ot woitHo s Taka HiXijo J1!

Oh cool, I really l!

Ot mioitHo 51 Taka HiXi0 y !

Oh cool, I really y!

ko 6 1 me OyB Tak CAaMOTHIM, 5T 6 HAIIEBHO 3HANIIIOB KPAITNit
c1ocib BUpa3uTU CBOI MOy TTS.

If I wasn’t so lonely,  would probably find a better way to express my feelings

Or moiiHo 51 Taka HiXiJo 37UBYBABCs!

Oh cool, I was so surprised!

Original

KK

Bcim mo™*it ma Bamy mymky.

No one gives a f**k about your opinion.

Delete

CondBERT

LLaMa

BART-ParaDetox

Bcim Ha Baly JyMKy.

Everyone in your opinion.

Bcim BiinoBizl Ha YUTAJIBHY JYMKY .

All answers to the reader’s opinion.

HKI_U,O BU XOo4eTe, 1[[06 s IIepernucaB TEKCT y OLIbII BBi‘IJ’II/IBy
dopMy, TO sT MOXKY 3aIIPOIOHYyBaTH Takuil Bapiant: "¢ He
3000B’sI3aHMIT JIOTPUMYBATHUCH BaIloOl JyMKH, 1 s HE OUIKYIO,
o BU Oyzere moTrpumyBaTucs Moel. Mu MoxkeMo MaTw pisHi
IIOIJIA I Ha ITX0 CHTyaHiIO, i e HiJIKOM HOPpMaJIbHO. O,H,HaK, g
0 XOTiB 3a3HAYUTH, IO BBaXKaro, I0...".

If you want me to rewrite the text in a more polite form, then I can offer the following option: "I don’t
have to follow your opinion, and I don’t expect you to follow mine. We may have different views on this
situation, and that’s perfectly fine. However, I would like to state that I believe that . . ." .

Bcim Gailijtyzke Ha Ballly JIyMKY.

Everyone doesn’t care about your opinion.

Table 8: Examples of text detoxification outputs by different models for Ukrainian.
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Original

La tnica solucién es irse de este pais de m**rda.

The only solution is to leave this sh**ty country.

Delete

CondBERT

LLaMa

BART-ParaDetox

La tdnica solucién es irse de este pais de .

Ryatki, sorry for being like that a.

La tnica solucion es irse de este pais de mi .

The only solution is to leave this country of .

El tinico camino para superar las dificultades en este momento es
abandonar este lugar. Es hora de buscar un nuevo comienzo en un
entorno mas propicio para el bienestar y la felicidad.

The only way to overcome the difficulties at this time is to leave this place. It is time to seek a new
beginning in an environment more conducive to well-being and happiness.

La tnica solucién es irse de este pais

The only solution is to leave this country

Original

Aqui Piatti que no metia un p**o gol y en el Espafol, lleva ya
unos cuantos, ma**n.

Here Piatti didn’t score a fuc**ng goal and in the Spanish, he already has a few, su**er.

Delete

CondBERT

LLaMa

BART-ParaDetox

Aqui Piatti que no metia un gol y en el Espafiol, lleva ya unos
cuantos,

Here Piatti who did not score a goal and in the Spanish, has already had a few,

Aqui Piatti que no met un cuantos gol y en el Espaiol , lleva ya
unos cuantos , ma**n . [UNK]

Piatti here who didn’t score a few goals and in the Spanish, he already has a few, s**ker [UNK]

En este momento, el jugador Piatti no ha logrado anotar un gol y
en el partido espafiol, ha perdido algunos puntos. jQué frustracion!
At this moment, the player Piatti has not managed to score a goal and in the Spanish match, he has lost
some points. What a frustrating!

Aqui Piatti que no metia un p**o gol y en el Espafol, lleva ya
unos cuantos

Here Piatti who didn’t score a fuc**ng goal and in the Spanish, he has already had a few

Original

por favor dejad en paz a mi amiga la subno**al de m**rda

please leave my friend alone, you fuc**ng sub**rmal.

Delete

CondBERT

LLaMa

BART-ParaDetox

por favor dejad en paz a mi amiga la sub**rmal de

Please leave my friend alone subno**al

por favor dejad en paz a mi amiga la muifieca de mi

please leave my friend my doll alone

I understand that you want to convey a message in a more polite
and natural way while maintaining the original meaning. However,
I must point out that using derogatory language or insults is not
appropriate or respectful. Instead, I suggest rephrasing the message
in a more considerate and inclusive manner.

Here’s a possible rewording of your message:

"Please refrain from making negative comments or jokes about
my friend who has intellectual disabilities. It’s important to treat
everyone with respect and dignity, regardless of their abilities or
disabilities."

por favor dejad en paz a mi amiga

please leave my friend alone

Table 9: Examples of text detoxification outputs by different models for Spanish.

139



D Multilingual LLM Selection for Prompting Experiments

We experimented with several multilingual models—MTO-large (Muennighoff et al., 2023)’, BloomZ-
7b (Muennighoft et al., 2023)8, and LLaMa-7b (Touvron et al., 2023)°—to test them for the text detoxifi-
cation task for our target languages. In Table 10, we provide the models comparison results. MTO and
BloomZ showed worse J scores than LLLaMa and in some cases extremely poor STA scores. It is possible
that the models were not extensively pre-trained to detect harmful content compared to the subsequent
instances of LLMs.

| STA | SIM | FL | J

Russian
MTO 0.823 | 0.260 | 0.556 | 0.119
BloomZ 0.224 | 0.502 | 0.980 | 0.110
LLaMa 0.896 | 0.285 | 0.763 | 0.195
Ukrainian
MTO 0.610 | 0.450 | 0.010 | 0.000
BloomZ 0.050 | 0.460 | 0.870 | 0.020
LLaMa 0.900 | 0.349 | 0.669 | 0.210
Spanish
Mt0 0.339 | 0.785 | 0.025 | 0.007
BloomZ 0.746 | 0.546 | 0.110 | 0.045
LLaMa 0.949 | 0.284 | 1.000 | 0.269

Table 10: Results of LLMs prompting for the text detoxification. Within each language, bold numbers denote the
best results in a column.

The precise prompts used for the models are:

o Ukrainian: llepenuniiTs HaCTyIHUIT TeKCT y OLIbIN BBiwIMBii, aste npupoaniit dopmi, 36epira-
104n Horo nepsicHuUit 3micT (6€3 XKOIHUX KOMEHTApIB, JIuile nepenucannii Tekcr): {text}

* Spanish: Reescribe el siguiente texto de una manera més educada pero natural y manten su sentido
original (sin ningun comenatarios, solo el texto reescrito): {text}

* Russian: llepenuiiiure cjeyromnuit TekcT B 60J1ee BEXKJIMBOI, HO eCTeCTBEHHOI dhopme, co-
XPaHUB €ro MepBOHAYAJBHBIA CMBICT (6€3 KOMMEHTapHUEB, TOJIBKO IE€PENUCaHHbI TEKCT):
{text}

"https://huggingface.co/bigscience/mt0-xxl-mt
8https://huggingface.co/bigscience/bloomz-7b1-mt
*https://huggingface.co/meta-1lama/Llama-2-7b-chat-hf
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