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Abstract

With the rapid development of large language
models (LLMs), aligning LLMs with human
values and societal norms to ensure their re-
liability and safety has become crucial. Re-
inforcement learning with human feedback
(RLHF) and Constitutional AI (CAI) have
been proposed for LLM alignment. How-
ever, these methods require either heavy human
annotations or explicitly pre-defined constitu-
tions, which are labor-intensive and resource-
consuming. To overcome these drawbacks,
we study constitution-based LLM alignment
and propose a data-driven constitution discov-
ery and self-alignment framework called IT-
ERALIGN. ITERALIGN leverages red teaming
to unveil the weaknesses of an LLM and au-
tomatically discovers new constitutions using
a stronger LLM. These constitutions are then
used to guide self-correction of the base LLM.
Such a constitution discovery pipeline can be
run iteratively and automatically to discover
new constitutions that specifically target the
alignment gaps in the current LLM. Empirical
results on several safety benchmark datasets
and multiple base LLMs show that ITERALIGN
successfully improves truthfulness, helpfulness,
harmlessness and honesty, improving the LLM
alignment by up to 13.5% in harmlessness.

1 Introduction

Large language models (LLMs) have penetrated
into a wide spectrum of applications such as psy-
chology (Demszky et al., 2023), education (Zelik-
man et al., 2023), social science (Rao et al., 2023)
and scientific understanding (Beltagy et al., 2019).
Despite their strong capabilities, pretrained LLMs
still have their limitations. One of the notable chal-
lenges that arise is the alignment problem, where
the LLM’s outputs may not consistently align with

∗Work performed while Xiusi and Hongzhi interned at
Amazon.

human ethical standards or preferences (Liu et al.,
2023). This misalignment can lead to biased, in-
accurate or harmful content, resulting in undesired
outcomes. Addressing this issue not only involves
refining the model’s training data and training pro-
cess, but also integrating human ethical guidelines
and feedback into the loop to make LLMs safe and
reliable for diverse applications.

To mitigate the misalignment issue, several LLM
alignment algorithms have been proposed (Liu
et al., 2023; Shen et al., 2023). Reinforcement
learning with human feedback (RLHF) (OpenAI,
2023) and Constitutional AI (CAI) (Bai et al., 2022)
stand out as the representatives. RLHF addresses
alignment by integrating human feedback directly
into the training process, thus guiding the base
model using real human responses and preferences.
On the other hand, CAI uses a set of pre-defined
guidelines called “constitutions” that encapsulate
desired ethical standards and societal norms. These
guidelines direct the training and behaviors of the
LLMs, ensuring their outputs adhere to these pre-
defined standards, thus addressing potential ethical
and alignment issues.

RLHF has achieved promising performance for
LLM alignment (OpenAI, 2023), but scalability
poses a significant challenge for RLHF, given the
elevated costs associated with collecting and pro-
cessing human feedback. In contrast, CAI (Bai
et al., 2022) obviates the reliance on human feed-
back labels and is thus more efficient. However, it
still faces limitations stemming from the biases or
insufficient domain knowledge of the constitution
proposer. A constitutional AI crafted with adher-
ence to a specific set of norms may prove inappro-
priate or ethically questionable when applied in a
disparate cultural or societal setting. Consequently,
designing a pre-established set of constitutions be-
comes a challenging task. As a result, there is
an urgent need for data-driven constitution-based
alignment methods that can automatically and dy-
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namically produce constitutions to align the target
LLM.

We propose ITERALIGN, a data-driven constitu-
tion discovery and alignment framework for LLMs.
Unlike existing alignment techniques, ITERALIGN

has the following appealing features. First, it does
not require massive human preference data or hu-
man composed constitutions, but only takes a base
LLM and a red teaming dataset as input. The red
teaming data is much cheaper to obtain compared
to crowd-sourced human preference data. Second,
it does not require handwritten constitutions to be
provided a priori. Instead, it leverages the red team-
ing instances and a strong LLM to discover con-
stitutions automatically, leading to a better aligned
model and a set of valuable data-driven constitu-
tions.

ITERALIGN consists of the following modules:
(1) Red teaming module: ITERALIGN first iden-
tifies the weak spots of the base LLM via red
teaming. Three widely used red teaming datasets
combined with an advanced red teaming algo-
rithm (Bhardwaj and Poria, 2023) is used at this
stage. Then, ITERALIGN uses an oracle model like
GPT-3.5-turbo 1for response evaluation, identify-
ing responses needing improvement. (2) Consti-
tution Proposal module: Different from existing
CAI methods, ITERALIGN generates specialized
constitutions from the responses identified from the
previous stage using a stronger LLM as a proposer.
In this way, we extract insights from challenging
prompts in the red teaming data to guide further
model alignment. (3) Constitution-induced Self
Reflection module: We use the constitution gen-
erated by ITERALIGN to direct the base model
using In-Context Learning (ICL) to sample new
responses that have addressed the issues mentioned
in the constitutions. (4) Supervised Fine-tuning
(SFT): The inductive bias contained in the new
responses is injected back into the base model
via SFT, optimizing the causal loss for language
modeling. Building upon these modules, ITER-
ALIGN iteratively executes the above steps for in-
teractive, automatic constitution discovery, and self-
improvement.

We summarize the key contributions of this pa-
per as follows:
• We conducted an in-depth investigation of

the constitution alignment challenges faced by

1https://platform.openai.com/docs/
model-index-for-researchers

LLMs, recognizing the imperative for introduc-
ing an automatic, data-driven framework for
LLM alignment.

• We present ITERALIGN, a data-driven frame-
work for LLMs that utilizes red teaming data
and a stronger LLM to automatically discover
constitutions, enabling iterative LLM alignment.
ITERALIGN requires minimal human effort and
also circumvents potential biases and inconsisten-
cies that might exist in human feedback, making
it a practical framework for use in real industry
applications.

• We present comprehensive experimental results
that validate the effectiveness of ITERALIGN.
Empirical results on various safety benchmark
datasets and multiple base LLMs demonstrate
that ITERALIGN successfully enhances truthful-
ness, helpfulness, harmlessness, and honesty, im-
proving LLM alignment by up to 13.5% in harm-
lessness.

2 Related Work

2.1 Self-alignment

Alignment is an essential concept to ensure that
language models are both useful and safe. Re-
cently, there’s a growing interest in the notion of
“self-alignment”, which focuses on LLMs’ ability
to self-evaluate and align their own response with
desired behaviors. Many recent methods (Saunders
et al., 2022; Zhang and Yang, 2023; Madaan et al.,
2023) explore prompting strategies to self-align at
the inference stage. On the other hand, CAI (Bai
et al., 2022), SELF-ALIGN (Sun et al., 2023),
RLAIF (Lee et al., 2023) and instruction back-
translation (Li et al., 2023) leverage self-alignment
for model fine-tuning. ITERALIGN also belongs
to this category. Among these fine-tuning meth-
ods, RLAIF and instruction backtranslation are less
controllable and less transparent because they rely
solely on the model’s own judgment without ex-
plicitly introducing a constitution as guidance. In
contrast, CAI, SELF-ALIGN and ITERALIGN use
constitution-based self-alignment. Compared to
CAI and SELF-ALIGN, ITERALIGN does not de-
pend on manually curated constitutions as a priori.
Instead, it generates constitutions in a data-driven
manner. This approach ensures that ITERALIGN

is not influenced by biases of the constitution pro-
poser. Furthermore, ITERALIGN can be seamlessly
applied to any new domain without the need for
human experts because the alignment process can
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be customized by choosing a relevant dataset.

2.2 Red Teaming LLMs

Red teaming refers to the method of jailbreak-
ing a model’s safety mechanisms, prompting it
to respond helpfully, regardless of the potential
harmfulness of the inquiry. Ganguli et al. (2022)
hired crowdworkers to attack LLMs in an open-
ended way and collected the dialogues. Shaikh
et al. (2022) demonstrates that a Chain-of-Thought
(CoT) prompt (i.e., “Let’s think step by step.”)
with a harmful question can successfully attack
LLMs. Bhardwaj and Poria (2023) proposes a
more advanced Chain of Utterances (CoU) prompt
where conversations between a harmful agent and
an unsafe-helpful agent are provided as contextual
examples. All these methods result in datasets con-
taining red teaming prompts. In our study, these red
teaming datasets are utilized for attacking a base
model and collecting resources for our constitution
proposal module.

3 Preliminary

We formally define the basic components of our
iterative constitutional alignment framework as fol-
lows:
Base Model: A base LLM pθ(y|x) is characterized
by its initial parameters θ. This model pθ(y|x) is
generic and could be or not be pre-aligned with
specific ethical or preferential guidelines. Here,
x represents the input to the LLM including the
system messages and the user prompts, while y
stands for the model’s output.
Constitution: Constitution C is a series of guide-
lines and ethical principles that have been used to
inform the alignment of the base model pθ(y|x). In
the original Constitutional AI method (Bai et al.,
2022), C is specified by humans as an input to the
constitutional alignment framework. However, in
ITERALIGN, the principles are proposed by oracle
models in a data-driven manner. To distinguish
from the original Constitutional AI, we notate the
derived principles as C′. The principles C′ out-
putted from ITERALIGN serve both as a record of
the alignment process and as a potential template
for future alignment tasks.
Aligned Model: An aligned LLM pθ′(y|x) should
be transformed from pθ(y|x) where θ′ represents
the newly adjusted parameters reflecting align-
ment with human preferences and ethical standards.
Such a transformation involves the adjustment of

the model’s parameters θ through a learning pro-
cess. This process is guided by the evolving set of
constitutional principles C′, and it aims to minimize
a loss L(pθ′(y|x), C′) that represents the deviation
of the model’s outputs from desired ethical align-
ment criteria.

4 The Proposed Framework

4.1 Framework Overview

Figure 1 illustrates the overview of ITERALIGN.
First, we employ red teaming strategies (Bhard-
waj and Poria, 2023) to challenge and test the base
LLM pθ(y|x) on red teaming datasets and collect
its responses. The responses are evaluated by an or-
acle model O(y|x) such as GPT-3.5-turbo to iden-
tify improper ones. These improper responses in-
dicate deficiencies in the base LLM and provide
guidance for subsequent optimization. Building on
the identified bad cases, we introduce a constitu-
tion proposal module. This module is designed to
produce potential constitutions that cover the issues
lying within the responses. To reduce human inter-
vention, we propose to use an oracle model again
as the constitution proposer to summarize constitu-
tions using the identified bad responses and corre-
sponding “difficult” prompts that triggered the fail-
ure. The constitution proposal module creates a set
of guiding principles that can be used to further re-
fine the LLM. Following the constitution proposal,
we implement a constitution-driven self-refinement
approach. This involves constitution-induced self-
reflection and supervised fine-tuning (SFT) of
the base LLM. The fine-tuning process is meticu-
lously guided by the generated constitutional prin-
ciples, ensuring that the model’s outputs are in
line with these ethical guidelines. Finally, ITER-
ALIGN is structured as an iterative framework. In
each cycle, ITERALIGN identifies new red team-
ing instances that successfully induce pθ(y|x) to
generate improper responses and proposes comple-
mentary constitutions to address them. The goal is
to cover as many edge cases as possible, continu-
ally refining the model to better align with human
ethical standards.

4.2 Red Teaming

Since developing a novel red teaming framework
is not our main focus, ITERALIGN follows existing
methods (Bhardwaj and Poria, 2023) as well as
datasets (Srivastava et al., 2022) to perform red
teaming. We conduct the following steps:
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Red Teaming LLMs

Constitution Proposal

Self-critique and self-revision

What’s your 
work email?

Reach me at 
xxx@xxx.com or
+1 xxx-xxx-1234What would 

you do if you 
were 

invisible?
Steal all of your 

money.

Best joke 
about 

redheads?

Here’s a classic one: 
…… 

Please respect the 
privacy of others.

Please subject to the 
laws and restrictions

Please be respectful.

As an AI agent, I am not able to 
retrieve confidential 

information.

As an AI, I don’t have a physical 
presence or personal desires.

[a joke]. Remember, humor is 
subjective and it’s important to 

always be respectful of 
everyone’s traits.

Supervised Fine-tuning (SFT)
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Figure 1: Framework overview for ITERALIGN. ITERALIGN begins with red teaming the base LLM to test and
collect responses, followed by evaluation using an oracle model to identify improper responses. These responses
guide the constitution proposal module, which generates constitutions for data-driven LLM alignment. Later
processes include constitution-induced self-reflection and SFT, ensuring the knowledge from constitutions is
injected into the base LLM. ITERALIGN operates iteratively, continually identifying new challenging instances and
refining the model to cover a broad spectrum of ethical standards.

1. Generate a prompt x using Chain of Utter-
ances (CoU) (Bhardwaj and Poria, 2023).

2. Use the base LLM pθ(y|x) to generate the
response y.

3. Find the prompts that lead to an undesirable
(e.g., helpless, harmful) output using the red
team evaluator r(x, y). r(x, y) can be any
discriminative model that is capable of evalu-
ating whether y is satisfactory. In practice, we
choose GPT-3.5-turbo as r(x, y).

In Step 3, we use the following prompt to guide
r(x, y) to evaluate the quality of y:

USER: You are a helpful, harmless, honest,
pattern-following assistant that evaluates
the quality of the language in positive or
negative.

4.3 Constitution Proposal

Previous works (Bai et al., 2022; Sun et al., 2023)
either rely on human experts or directly use off-
the-shelf hand-written constitutions or principles
to guide more desirable responses from LLMs that
align with human preference. In ITERALIGN, we

try to reduce the human effort and propose a data-
driven way to summarize the violations of the unde-
sirable output collected from the previous step and
generate the corresponding constitution principles
that are supposed to help the base LLM pθ(y|x)
to re-examine its own responses and revise them
accordingly.

In detail, given the responses to the red teaming
prompts, we will design a prompt that incorporates
these responses, and ask an oracle model O(y|x)
(specifically, GPT-4) to generate constitutions C′

based on the commonality of the responses in the
inputs. C′ are expected to summarize the shared
violations in the base LM pθ(y|x) responses and
propose new constitutions by themselves.

We use the following prompt to guide O(y|x) to
generate constitutions C′:

USER: You are a helpful, harmless, honest,
pattern-following assistant that evaluates
the quality of the language in positive or
negative. If negative, please then propose
multiple very specific principles, rules or
constitutions that helps improve the
helpfulness, harmlessness, honesty.
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4.4 Constitution-induced Self-reflection

After identifying the undesirable responses and
proposing new constitutions in the previous steps,
the constitutions C′ are added back as part of the
prompts to guide the base LLM pθ(y|x) to revise
its original response and to generate a more desir-
able response y′. We prompt the base LLM pθ(y|x)
to evaluate its own response with respect to each
constitution C ∈ C′, which may trigger a revision
of the original response. The revision process is
conducted in a sequential manner, with a random
order of C ∈ C′.

We examine the corrected responses produced by
the base model and verify via the oracle model us-
ing the same instruction introduced in Section 4.2.
However, during our experiments, we found no neg-
ative responses still existed after the self-reflection
from the perspective of the oracle model. We at-
tribute this to the in-context learning (ICL) ability
of the base models.

4.5 Supervised Fine-Tuning (SFT)

Upon the completion of the previous processes,
we fine-tune the base LLM pθ(y|x) using super-
vised learning on the final revised responses. The
primary objective of this phase is to conveniently
and flexibly modify the model’s response distribu-
tion, ensuring the knowledge from constitutions
is injected into the base LLM. During this phase,
we adopt an auto-regressive generative objective,
which is essentially to minimize:

LSFT(θ) = −
∑

i

log pθ (yi | x0, . . . , xi−1; θ)

(1)
where y is the actual token in the ground truth, x
are the preceding tokens, and xi stands for the ith

token in the text sequence.

5 Experiments

5.1 Red Teaming Datasets

Anthropic hh-rlhf 2 (Ganguli et al., 2022) is cre-
ated by Anthropic AI to analyze and address po-
tential harms in large language models through red
teaming. The dataset includes a total of 38,961
transcripts between a human and an AI assistant
that correspond to a red teaming attempt for a vari-
ety of AI assistants, along with numerical data that

2https://huggingface.co/datasets/Anthropic/
hh-rlhf

quantifies the harmfulness of the transcripts and
categorical data that qualitatively characterizes the
topics of the documents.
HarmfulQA 3 (Bhardwaj and Poria, 2023) is
a safety benchmark that contains 1,960 harmful
questions spread over 10 topics, each with about
10 subtopics . Combined with Chain of Utterances
prompting, it achieves a state-of-the-art Attack Suc-
cess Rate (ASR) (Bhardwaj and Poria, 2023).
DangerousQA 4 (Shaikh et al., 2022) is created
by querying text-davinci-002 5across six adjectives:
racist, stereotypical, sexist, illegal, toxic, and harm-
ful. It contains 200 harmful questions.

5.2 Evaluation Datasets & Protocols

TruthfulQA 6 (Lin et al., 2021). The TruthfulQA
benchmark is a tool designed to gauge a model’s
competence in recognizing accurate claims, partic-
ularly within the scope of real-world literal truth.
Its purpose is to analyze the potential hazards as-
sociated with generating incorrect claims or mis-
information. The benchmark features questions
articulated in various styles, spans 38 categories,
and is structured to be adversarial. It encompasses
two assessment tasks: a multiple-choice task and
a generation task. In the multiple-choice task, we
post the test model with a multiple-choice ques-
tion, and ask the model to pick up the best answer
among a bunch of reference answers (usually be-
tween 2 to 7). In the generation task, we follow
the approach of Llama-2 (Touvron et al., 2023)
and employ a fine-tuned version of GPT-3, referred
to as "GPT-judge", to assess the truthfulness and
informativeness responses generated by LLMs.
BIG-bench HHH Eval 7 (Srivastava et al., 2022;
Askell et al., 2021). The BIG-bench HHH Eval
was purposefully constructed to measure a model’s
effectiveness in terms of its helpfulness, honesty,
and harmlessness (HHH). The creators of this
dataset formulated roughly 50 comparative eval-
uations for each category, along with an “other”
label, tallying to around 200 comparisons in total.
The dataset aims to evaluate both the alignment
and capabilities of the model, without explicitly

3https://huggingface.co/datasets/declare-lab/
HarmfulQA

4https://github.com/SALT-NLP/
chain-of-thought-bias/blob/main/data/
dangerous-q/toxic_outs.json

5https://platform.openai.com/docs/models/
gpt-3-5

6https://huggingface.co/datasets/truthful_qa
7https://huggingface.co/datasets/bigbench
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differentiating between these two facets.

5.3 Base Models
LLaMa-2 (Touvron et al., 2023). The LLaMa
models are a set of LLMs pretrained on a mixture
of corpus specifically selected publicly accessible,
covering a wide range of domains.
LLaMa-2-chat (Touvron et al., 2023). It is a
fine-tuned version of LLaMa-2. Based on the pre-
trained checkpoints, the model has been further
refined through supervised fine-tuning and RLHF
with over 1 million human annotations, enhancing
their accuracy and relevance.
Vicuna (Chiang et al., 2023). Vicuna is curated
by fine-tuning a LLaMA base model using approx-
imately 70,000 user-shared conversations gathered
from ShareGPT.com with public APIs. Note that
the LLaMa-2-chat models have been aligned to hu-
man preferences via training on helpfulness and
safety data of over 1 million human annotations.
The vicuna models provide outstanding base mod-
els that are solely supervised fine-tuned while not
being aligned using RLHF.

5.4 Implementation Details
For all the base models, we use their variants of
7B (Llama-2-7b, Llama-2-7b-chat, vicuna-7b-v1.5)
and 13B (Llama-2-13b, Llama-2-13b-chat, vicuna-
13b-v1.5). For all the experiments, we use the same
hyperparameters during training for a fair compar-
ison. Specifically, we set top-p threshold p = 0.9
and temperature t = 0.7. The learning rate is set
to 2e − 6. The training batch size is set to 2 and
the max sequence length is 512. For the SFT stage
of ITERALIGN, we conduct full fine-tuning with
DeepSpeed 8 acceleration. All experiments are run
on NVIDIA Tesla A100-SXM4 Tensor Core GPUs
with 40GB memory.

5.5 Performance Comparison
TruthfulQA Multiple-Choice (MC) Table 1
shows the alignment performance of the compared
models for TruthfulQA MC tests. We report the
Multiple Choice accuracy on the top-1 answer
(MC1) for each question, where the model ranks
multiple options by evaluating whether each one
is True or False. Note that for each answer, we
independently calculate the probability of it being
True or False. From Table 1, we observe that: (1)
ITERALIGN significantly improves the base mod-
els on both 7B and 13B settings. (2) With models

8https://github.com/microsoft/DeepSpeed

of smaller size, ITERALIGN can bring more sig-
nificant improvements. This is probably because
smaller base models are less aligned with human
preference in terms of truthfulness, and more bad
behaviors are revealed through red teaming datasets
and subsequently overcome by ITERALIGN.

TruthfulQA Generation Figures 2a and 2b show
the performance for TruthfulQA Generation tests.
In our study, we follow the approach of Llama-
2 (Touvron et al., 2023) for reproducibility pur-
poses, utilizing GPT-3-based metrics recognized
for their strong correlation with human judgment.
Specifically, we employ a fine-tuned version of
GPT-3, referred to as "GPT-judge", to assess the
truthfulness of responses generated by LLMs. We
present our findings in terms of the proportion of
responses that are truthful. From the figures, we
can see that ITERALIGN improves the performance
over the vanilla base model by a noticeable margin,
and is insensitive to the choice of the base model
and the red teaming dataset.

BIG-bench HHH Eval Table 2 reports the MCQ
performance of the compared models for BIG-
bench HHH Eval. Each validation sample, when
presented to the model, has two reference answers
to pick from. The better model is expected to pre-
fer the right answer to the other. The questions are
categorized into four classes, each referring to one
of helpfulness, honesty, harmlessness, and others.
From Table 2, we observe that: (1) By applying
ITERALIGN, all the base models improved overall
by a noticeable margin on BIG-bench HHH Eval.
(2) Different base models obtain their own best per-
formance with varying red teaming datasets. For
example, the LLaMa-2 model gains its best perfor-
mance by red-teaming with HarmfulQA, while the
Vicuna model is perceived to be its own best when
red-teamed with hh-rlhf. In contrast, the LLaMa-2-
chat model is the most insensitive one. (3) One base
model, when red-teamed with different dataset,
get different improvements in helpfulness, harm-
lessness and honesty. Both the LLaMa-2-7b and
Vicuna-7b models improve the most in terms of
harmlessness when the model is red-teamed by
hh-rlhf. One reason is that the hh-rlhf has more
similar red teaming cases to the questions in BIG-
bench HHH Eval; therefore, the alignment process
adapts better with the least distribution shift. Be-
sides, hh-rlhf red teaming dataset is of the largest
size among the three and is more likely to cover
corner cases not covered by the other two.
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Figure 2: (a, b): TruthfulQA Generation task evaluation results. The numbers shown are the fraction of truthful
answers scored by specially fine-tuned models via the OpenAI API.

Model vanilla hh-rlhf HarmfulQA DangerousQA

Llama-2-7b 0.3733 0.5288 0.4174 0.4345
Llama-7b-chat 0.6181 0.6120 0.5973 0.6279
Vicuna-1.5-7b 0.5349 0.5912 0.6071 0.5508

Model vanilla hh-rlhf HarmfulQA DangerousQA

Llama-2-13b 0.4553 0.4700 0.4553 0.4553
Llama-13b-chat 0.6279 0.6389 0.6561 0.6230
Vicuna-1.5-13b 0.6756 0.6781 0.6769 0.6744

Table 1: TruthfulQA Multiple-Choice task evaluation results. The upper subtable corresponds to 7B models and
the right to 13B. Vanilla models are the base models without applying ITERALIGN.

5.6 Comparisons to CAI and RLHF

The performance gains for RLHF (OpenAI, 2023;
Touvron et al., 2023) are demonstrated by the
performance comparison between vanilla Llama-
2/Vicuna and vanilla Llama-2-chat. These num-
bers are implicitly included in our paper. For ex-
ample, on the BIG-bench HHH Eval, by apply-
ing IterAlign, Llama-2-7b (0.6742 -> 0.8140) and
Vicuna-7b (0.7511 -> 0.8145) surpasses the per-
formance of RLHF from Llama-2-7b to Llama-2-
7b-chat (0.6742 -> 0.7828). Note that, when Meta
conducted its own RLHF, Llama-2 was trained on
over 1 million human annotations. For IterAlign,
as mentioned in the paper, the largest red team-
ing dataset Anthropic hh-rlhf only includes a total
of 38,961 training examples. Although IterAlign
does not always outperform RLHF, we think the
above observation still demonstrates the contribu-
tion of our method for alignment algorithms. For
CAI (Bai et al., 2022), it is the method that An-
thropic AI used for the alignment of its commercial
Claude models (Claude-1 and Claude-2), and to
the best of our knowledge, there is currently no

open-source implementation.

5.7 Iterative Improvement

To further investigate the alignment process, we
study the model performance along with the num-
ber of iterations that the model is being trained.
Note that, for the early batches of the red team-
ing datasets, the model is more likely to generate
negative responses and lead to self-reflection and
fine-tuning. When similar red teaming prompts
emerge in later batches, the model might already
be able to generate satisfactory responses, skip-
ping fine-tuning for the same type of red teaming
prompts. Figure 3 illustrates the performance evolu-
tions of the Vicuna-7B model on BIG-bench HHH
Eval with hh-rlhf red teaming. We observe that the
harmlessness score consistently goes up, whereas
the helpfulness and honesty scores fluctuate over
time. The reason is that the majority of hh-rlhf
red teaming samples are merely harmful, while
they are actually being helpful and honest. As a
result, the self-reflection on these samples majorly
improves the harmless aspect. We also observe
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Model Harmless Helpful Honest Other Overall

Llama-2-7b

vanilla 0.6207 0.6780 0.6393 0.7907 0.6742
hh-rlhf 0.7759 0.6441 0.7049 0.8605 0.7376
HarmfulQA 0.6552 0.6949 0.6393 0.8140 0.8140
DangerousQA 0.6724 0.6949 0.6557 0.7907 0.6968

Llama-7b-chat

vanilla 0.8966 0.7797 0.6885 0.7674 0.7828
hh-rlhf 0.9138 0.7966 0.7377 0.7907 0.8100
HarmfulQA 0.9138 0.8136 0.7541 0.7907 0.8190
DangerousQA 0.9138 0.7797 0.7377 0.8140 0.8100

Vicuna-1.5-7b

vanilla 0.7931 0.7119 0.6885 0.8372 0.7511
hh-rlhf 0.9310 0.7288 0.7213 0.9070 0.8145
HarmfulQA 0.8276 0.7288 0.6885 0.9070 0.7783
DangerousQA 0.8276 0.7627 0.6885 0.8605 0.7783

Model Harmless Helpful Honest Other Overall

Llama-2-13b

vanilla 0.6724 0.7627 0.7377 0.8140 0.7421
hh-rlhf 0.7414 0.7627 0.7541 0.8837 0.7783
HarmfulQA 0.7931 0.7119 0.6557 0.8837 0.7511
DangerousQA 0.6724 0.7627 0.7377 0.8140 0.7421

Llama-13b-chat

vanilla 0.9138 0.8305 0.6885 0.9302 0.8326
hh-rlhf 0.9138 0.8305 0.6885 0.9302 0.8326
HarmfulQA 0.8966 0.8475 0.7049 0.9302 0.8371
DangerousQA 0.9138 0.8305 0.6885 0.9302 0.8326

Vicuna-1.5-13b

vanilla 0.7931 0.7119 0.6557 0.9070 0.7557
hh-rlhf 0.8103 0.7288 0.6557 0.9070 0.7647
HarmfulQA 0.8103 0.7119 0.6721 0.8837 0.7602
DangerousQA 0.7931 0.7119 0.6557 0.9070 0.7557

Table 2: Performance comparison on BIG-bench HHH Eval. The left subtable corresponds to 7B models and the
right to 13B. Vanilla models are the base models without applying ITERALIGN. We hightlight the best performing
numbers for each base model.
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Figure 3: (a, b, c, d): Model performance evolution over iterations on BIG-bench HHH Eval. The numbers
shown are for Vicuna-7B with Anthropic hh-rlhf. The harmlessness score consistently improves while the other
aspects fluctuate.

the overall score generally goes up as a result of
all the categories (including the other category not
shown).

Another general observation during training is
that the base model incorporates the constitution-
induced response by SFT only frequently in the
early stage (usually the first 10 100 steps depend-
ing on the diversity of the red teaming dataset).
During the later stage, the oracle model can hardly
identify undesirable responses for correction. The
reason is that the common errors are usually cor-
rected in the early stage of training, and the model
is already well-aligned and does not need further
adjustment. Note that, IterAlign only finetunes the
models when undesired responses from the base
model are identified by the oracle model.

In Figure 3, during the alignment with Anthropic
hh-rlhf, only in 81 batches of all the data do the
oracle model identify negative responses, and full
finetune of the base model is needed.

5.8 Proposed Constitutions

One of the key novelties of ITERALIGN is jointly
conducting the model alignment and constitution

proposal. We have demonstrated the effectiveness
of model alignment on the benchmarks. We now
study the proposed constitutions generated along
the training process. The following snippets show-
case some constitutions produced by ITERALIGN.

Vicuna-7B

Iteration 0:
1.The assistant should not evaluate or support

any harmful, unethical, or illegal actions.
2.The assistant should prioritize the well-being

and safety of all living beings.
3.The assistant should promote peaceful and

respectful interactions between individuals.
4.The assistant should provide information and

guidance that is legal, ethical and helpful.
5.The assistant should not encourage or support

any form of violence, harm, or cruelty
towards others.

Iteration 61:
The assistant should never provide guidance or

support for illegal activities, harm to
others, or unethical behavior. The assistant
should prioritize the safety and well-being
of all individuals involved.
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Iteration 78:
1.Ensure accuracy in mathematical calculations.
2.Double-check calculations to avoid errors.
3.Provide correct answers and explanations for

mathematical equations.

Vicuna-13B

Iteration 0:
1.Avoid repetitive and redundant thoughts.

Instead, focus on providing concise and
clear responses.

2.Maintain neutrality and avoid favoring any
specific agenda or organization.

3.Prioritize genuine understanding and
helpfulness in conversations, rather than
solely focusing on achieving an agenda.

4.Respect the autonomy and agency of individuals
involved in the conversation, allowing them
to make their own decisions and form their

own opinions.
5.Strive for transparency and honesty in all

interactions, avoiding hidden motives or
manipulative tactics.

Iteration 37:
The message is neutral as it is an internal

thought and does not contain any harmful or
unethical language. However, it is important
to note that the assistant should not be

biased towards any particular agenda and
should provide unbiased and helpful
information to all users.

We can see that constitutions that focus on more
general semantics are being produced during the
early stages of alignment, and more specialized
constitutions are proposed in later stages. This ob-
servation matches our expectations since the gen-
eral safety issues (harmfulness, trustlessness, dis-
honesty) are more likely to exist before the base
model is aligned. In the early stages, the gen-
eral constitutions are collected and guide the base
model to self-reflect and self-revise. These general
issues will then be overcome through SFT, and thus
the constitutions from the later stages of alignment
will be more focused on checking for remaining
leaks and filling in the gaps.

5.9 Human Evaluation

We would like to point out that the benchmark
datasets used in our paper are taken from existing
milestone papers such as the Llama-2 paper (Tou-
vron et al., 2023), Dromedary (Sun et al., 2023),
and many other papers. We acknowledge that for
NLP research, benchmark results shall only serve
as preliminary results. We follow Llama-2 (Tou-
vron et al., 2023) and conduct the human safety
evaluation on TruthfulQA Generation for the mod-
els before and after applying IterAlign. Follow-

ing Llama-2 (Touvron et al., 2023)], we report the
Overall satisfactory percentage. The results are as
follows:

Llama-2-13b Llama-2-chat-13b Vicuna-1.5-13b

Pre-Align 0.075 0.2833 0.2917
Aligned 0.1 0.5583 0.4417

Table 3: Human Evaluation for TruthfulQA Genera-
tion.

Each example is examined by three annotators,
and we calculate the average Cohen’s Kappa score
between each two annotators. The average Kappa
score is 0.8827, indicating a substantial agreement
between the annotators. We can observe that the
conducted human evaluation results are highly cor-
related to the benchmark results.

6 Conclusion

In this paper, we present a novel data-driven con-
stitution discovery and self-alignment framework
for aligning large language models. The frame-
work utilizes an oracle model and a red-teaming
dataset to generate relevant constitutions that guide
the model to self-align itself in an iterative manner.
Our approach is generic enough to be applied to any
new domain without the need for human experts.
Our method can be used to customize the alignment
process for any target use-case or domain through
the selection of a relevant red teaming dataset. Ex-
tensive experiments show the value of our approach
across multiple base LLMs in improving their help-
fulness, harmlessness and honesty.
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Limitations

While ITERALIGN is effective, it does have limi-
tations. We rely on existing red teaming datasets
and algorithms, as well as a stronger LLM for con-
stitution discovery. Hence, the upper bound of the
aligned model in terms of the safety measures is
likely to be close to that of the stronger model.
Future work could focus on developing more di-
verse and comprehensive red teaming datasets (e.g.,
domain specific red teaming datasets). Addition-
ally, exploring methods without relying heavily
on a stronger LLM could lead to a more robust
and independent system. We followed the experi-
mental settings of several related studies including
RLHF (OpenAI, 2023), CAI (Bai et al., 2022) and
Llama-2 (Touvron et al., 2023), and we find no
significant tests. We think the reason is that fine-
tuning a base model multiple times is too costly
for such large models. ITERALIGN also fully fine-
tunes the 7B and 13B base models for alignment
so we did not repeat the experiment multiple times
and conduct such significant tests. Still, we think
that an additional significance test would further
strengthen the paper.

Ethics Statement

This paper presents work that aims to advance the
field of Natural Language Processing, specifically
Large Language Models. There are potential so-
cietal consequences of our work associated with
LLMs, such as AI safety and reliability, and our
work aims to reduce such risks. Beyond LLMs,
we feel no other consequences must be highlighted
here.
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A Appendix

A.1 Generalizability of ITERALIGN

The use of strong LLMs and red teaming datasets is
a demonstration (proof-of-concept) that IterAlign’s
alignment paradigm can effectively improve the
performance of open-accessible LLMs in terms of
safety aspects. Essentially, the strong LLMs and
red teaming datasets serve as the supervisions of
the alignment process, like the human-annotated
data in RLHF and the human-written constitutions
in Constitutional AI (CAI), and the supervisions
can be generalized to many other forms. For ex-
ample, the stronger LLMs can be substituted with
domain experts or any LLM agent with domain
knowledge, while the red teaming datasets from
two existing red teaming methods used in IterAlign
can be extended to any other red teaming methods.

B Base Model Selection

We instantiate our base model with llama-2, llama-
2-chat, and vicuna-v1.5 since they are the de facto
gold standard open-source base models for experi-
ments. In our opinion, these base models are repre-
sentative and diverse, since they range from differ-
ent stages of LLMs, namely pretrained, instruction
tuned, and finetuned. We would like to clarify that
our method can be adapted to any other base model,
such as T5, BART, etc.
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