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Abstract

Recently, code language models have achieved
notable advancements in addressing a diverse
array of essential code comprehension and gen-
eration tasks. Yet, the field lacks a comprehen-
sive deep dive and understanding of the code
embeddings of multilingual code models. In
this paper, we present a comprehensive study
on multilingual code embeddings, focusing on
the cross-lingual capabilities of these embed-
dings across different programming languages.
Through probing experiments, we demonstrate
that code embeddings comprise two distinct
components: one deeply tied to the nuances
and syntax of a specific language, and the other
remaining agnostic to these details, primarily
focusing on semantics. Further, we show that
when we isolate and eliminate this language-
specific component, we witness significant im-
provements in downstream code retrieval tasks,
leading to an absolute increase of up to +17 in
the Mean Reciprocal Rank (MRR).

1 Introduction

Large language models (LLMs) have made re-
markable progress in code-related tasks, exem-
plified by models such as Codex, which powers
GitHub Copilot and offers automated code sugges-
tions within integrated development environments
(IDEs) (Chen et al., 2021). These models achieve
their proficiency through extensive training on vast
code datasets, providing them with versatile con-
textual understanding for a range of coding tasks
(Husain et al., 2019; Athiwaratkun et al., 2022;
Zhu et al., 2022). However, it’s worth noting that
decoder-only models may not always be the opti-
mal choice for retrieval tasks when compared to
encoder models (Nijkamp et al., 2023; Wang et al.,
2021b, 2023).

While previous studies indicate that language
models trained on a variety of natural languages ex-
hibit strong cross-lingual traits (Pires et al., 2019),

their multilingual representations can be dissected
into a language-specific syntax component and
a language-agnostic semantic component (Chang
et al., 2022). Moreover, eliminating the language-
specific elements can enhance retrieval tasks and
counteract "language bias", a tendency for repre-
sentations to cluster by language instead of mean-
ing (Roy et al., 2020; Yang et al., 2021; Xie et al.,
2022). We aim to determine if similar patterns are
evident in multilingual code models pretrained on
programming languages (e.g., C, C++, Python) as
opposed to natural languages (e.g., English, French,
Spanish). We specifically address:

1. Can representations of these code models
be categorized into language-specific and
language-agnostic components?

2. If so, does removing the language-specific
components enhance the consistency and com-
parability of code representations (alignment)
across programming languages, thereby im-
proving downstream code retrieval tasks?

Our comprehensive evaluations confirm these
patterns in code language models. Our contribu-
tions are summarized as follows:

• We investigate the cross-lingual properties of
pretrained multilingual code language mod-
els, examining them through the lens of
both language-specific (syntax) and language-
agnostic (semantic) attributes. Through vari-
ous probing experiments on five models, we
demonstrate that the embeddings of these
code language models include both language-
specific (syntax) and language-agnostic (se-
mantic) components.

• We demonstrate that removing these language-
specific components and using only the
language-agnostic component in downstream
tasks can significantly enhance code retrieval
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Figure 1: Illustration of the top retrieved results for code-to-code search, where the query is in Python, and the
target is in C. Language composition varies across retrieval databases: ’Monolingual’ (C only), ’Source Excluded
Multilingual’ (several languages except Python), ’Source Included Multilingual’ (several languages including
Python). Demonstrates improved semantic matching and reduced language bias after removing language-specific
components.

tasks providing improvement upto +17 in-
crease in MRR. Importantly, such improve-
ments are achieved using inexpensive opera-
tions such as centering and projections, with-
out using parallel language data or finetuning.

• Additionally, our extensive ablation studies
suggest that as few as 100 samples per lan-
guage suffice for these MRR improvements.
We also confirm that the improvements are
not restricted to a single type of embedding
but can be realized across all common types,
including mean, cls, and pooler embeddings.

2 Language Agnostic Code Embeddings

Let M represent a multilingual code language
model trained on a set of programming languages
{1, . . . , ℓ}. Given a code snippet c in a specific pro-
gramming language l, this model produces an em-
bedding e ∈ Rd, denoted as M(c) = e ∈ Rd. We
hypothesize that the embedding e ∈ Rd of a code
snippet can be decomposed into two components: a
syntax component, es ∈ Rd, which depends on the
programming language l, and semantic component,
ea which is language-agnostic. This relationship
can be expressed as:

e = es + ea (1)

Next, we introduce the Estimation Set E , which
is used to estimate the language-specific compo-
nents es.

Definition 1 (Estimation Set). The Estimation set
E is defined as a collection of n code snippets
{c(l)1 , . . . , c

(l)
n } from each programming language

l ∈ {1, . . . , ℓ}. Importantly, the code snippets in
this set need not be direct translations of one an-
other.

Now for given model M, we define embedding
matrix El ∈ Rn×d for each language ℓ as El =[
M(c

(l)
1 ), . . . ,M(c

(l)
n )

]
.

In the subsequent sections, we explore a variety
of methods designed to remove language-specific
information. This analysis is conducted from the
unified perspective of Equation 1, which serves
as the fundamental framework for disentangling
language-specific and language-agnostic compo-
nents within code embeddings. Additionally, we
explicitly outline the assumptions that underpin
each of these methods.

2.1 Centering

The first method we explore is centering (Libovickỳ
et al., 2020), which is grounded in the following
key assumption:

Assumption 1. Given an programming language
l, centering method makes an assumption that lan-
guage specific components es is same for all em-
beddings in that programming language ℓ.

Under Assumption 1, the mean of the embed-
dings for a programming language ℓ can be ex-
pressed as:
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small for large n

≈ es.

From the above, it is evident that for a large
enough value of n, the language-specific syntax em-
bedding for a given programming language can be
approximately estimated as the mean of the embed-
dings in that language. This method is summarized
in Algorithm 1 in centering.

2.2 Low Rank Decomposition
A significant concern with the centering method, as
outlined in Assumption 1, is its presumption that
the syntax embedding for each code is the same and
is independent of the given code content. Instead,
it is only dependent on the programming language.
To address this limitation, Low Rank Decompo-
sition (LRD) (Schmidt, 1907; Yang et al., 2021)
introduces distinct syntax subspaces for each pro-
gramming language, operating under the following
assumptions:
Assumption 2. The low rank decomposition
method is based on the following assumptions:

1. The language-specific syntax embedding
varies for each individual embedding.

2. The language-specific syntax embedding, es, is
orthogonal to the language-agnostic semantic
embedding, ea, i.e., es ⊥ ea.

3. For each programming language, there exists
a low-rank subspace of rank r that captures
the syntactic essence of the embeddings.

Based on the above assumptions, we determine
the syntactic subspace of language l of rank r, de-
noted as Er

l ∈ Rn×d, as follows:

min
Er
l ∈Rn×d

∥El − Er
l ∥2F

s.t. RANK(Er
l ) ≤ r.

(2)

Equation 2 can be solved using TOPK-SVD with
k = r where Er

l = UrΣrV
T
r . The projection

of the embedding e onto the ROWSPACE (Er
l )is

given by VrV
T
r e. The language-agnostic embed-

ding is then obtained by removing this component:
ea = e−VrV

T
r e. This method is summarized in

Algorithm 1 in LRD.

2.3 Common Specific Low Rank
Decomposition

The Common Specific Low Rank Decomposition
(Piratla et al., 2020; Xie et al., 2022) is a variant
of low rank decomposition. Given different data
domains, this method aims to learn both a com-
mon subspace shared across domains and a specific
subspace unique to each domain.

Assumption 3. The Common Specific Low Rank
Decomposition is grounded on the following as-
sumptions:

1. The language-specific syntax embedding
varies for each individual embedding.

2. The language-specific syntax embedding, es, is
orthogonal to the language-agnostic semantic
embedding, ea. In other words, es ⊥ ea.

3. There exists a unified syntax subspace, consis-
tent across all programming languages, that
encapsulates the syntactic attributes of the
code embedding.

A key distinction is that while the syntax sub-
space in the traditional LRD is determined for each
language individually, the CS-LRD method derives
a singular, unified syntax subspace that encom-
passes all the considered programming languages.
It is formulated as:

min
mc∈Rd,Ms∈Rd×r,Γs∈Rd×ℓ

∥∥M − mc · 1T
ℓ − Ms · ΓT

s

∥∥2
F

s.t. mc ⊥ COLSPAN(Ms).

(3)

where M = [m1, . . . ,mℓ], and m1, . . . ,mℓ are
the mean embeddings of the {1, . . . , ℓ} program-
ming languages. The matrix Ms, which captures
the common syntactic subspace, can be obtained
by the CS-LRD function in Algorithm 1. Similar
to LRD, the language-agnostic embedding is ob-
tained by removing the projection of e on Ms, i.e.,
ea = e−MsM

T
s e.

3 Experiments

Setup: We examine three tasks and analyze the
performance before and after removing language-
specific components: (i) Probing - This task in-
volves identifying languages using a linear classi-
fier. (ii) Code2Code search - Given a piece of code
in language L1, the objective is to retrieve the most
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Figure 2: The top row illustrates the impact on language identification accuracy before and after removing language-
specific components. Meanwhile, the bottom row displays the PCA of Code T5+ embeddings for the languages: Go,
Python, and C#.

semantically relevant code in another language L2.
(iii) Text2Code search - The aim is to identify code
that corresponds to a provided natural language
query.

The first task assesses whether the procedures in
Algorithm 1 effectively eliminate language-specific
(syntax) components. The second and third tasks
determine if language-agnostic (semantic) compo-
nents are preserved.
Datasets: We utilize programs from the Stack
dataset (Kocetkov et al., 2022) to estimate
language-specific components. For the Code2Code
search, we employ XLCoST (Zhu et al., 2022), and
for the Text2Code search, we use CSN (Husain
et al., 2019).
Models: We consider five models, including
encoder-only and encoder-decoder models: Code-
BERT (Feng et al., 2020), GraphCodeBERT (Guo
et al., 2020), UnixCoder (Guo et al., 2022), StarEn-
coder (Li et al., 2023), and CodeT5+ (Wang et al.,
2023).
Embeddings: For models like CodeBERT, Graph-
CodeBERT, UnixCoder, and StarEncoder, there
isn’t a standard method to obtain embeddings.
In our retrieval tasks, we use mean embeddings,
derived from the mean of the last hidden states.
We conduct an ablation study to explore other
embedding extraction methods in Section 4.2.
For CodeT5+, only the pooler embedding is re-
comended and is given as output, and this is what
we employ in our experiments.
Retrieval Metrics: For the Retrieval Task, we
use Mean Reciprocal Rank (MRR) as our eval-

uation metric. MRR is calculated as MRR =
1
n

∑n
i=1

1
rank(ci)

×100, where n represents the total
number of queries, and rank(ci) denotes the rank
of the correct answer for the i-th query in the re-
trieval results. Higher MRR values indicate better
performance.

3.1 Probing

We evaluate the syntactic component of embed-
dings by employing a linear classifier for the task
of language identification, both pre and post trans-
formations. From the Stack dataset (Kocetkov et al.,
2022), we allocate 10,000 code instances for esti-
mating language components. For training, we use
24,000 code snippets from each language, and for
validation, we utilize 6,000 codes from each respec-
tive language. The testing is performed on 10,000
codes for each language. The outcomes are de-
picted in Figure 2. Before transformation, the linear
classifier yields high accuracy on the embeddings.
However, after the removal of language-specific
components, the accuracy declines sharply, expe-
riencing a drop of at least 70% across all models.
In particular, for the CodeT5+ model, the accuracy
approaches random performance. Moreover, in the
context of CS-LRD, there’s an interesting relation-
ship between the rank r and performance. As r
increases, the classifier’s performance diminishes.
It’s worth noting that this behavior is not observed
with the LRD.

we also visualize PCA of CodeT5+ embeddings
and show it in Figure 2f which shows embeddings
are clustered by language. But after removing
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language-specific components we see that in Fig-
ure 2g to Figure 2i there are no longer language
clusters.

3.2 Code2Code Search

Given a query Q in a source language S, the ob-
jective is to extract a code snippet with semantic
similarity from a specific database. Depending on
the language composition of the database, we con-
sider three different variations:

• Monolingual Database: In this conventional
setting, the database consists entirely of pro-
grams written in a single target language T ,
which is distinct from the source language S .

• Source-Excluded Multilingual Database:
In this variation, the database is composed
of programs in multiple languages T1, . . . , Tn,
where Ti differs from the source language S.

• Source-Included Multilingual Database:
This final variation includes the source lan-
guage S within its spectrum of target lan-
guages. We evaluate the language bias of
models (Yang et al., 2021), wherein a code
from the source language S is ranked higher
than codes that are more semantically similar
but from different languages.

For this task, we use the XLCoST dataset (Zhu
et al., 2022), which contains parallel translations of
seven programming languages: C, C#, C++, Java,
JavaScript, PHP, and Python. However, it’s impor-
tant to note that CodeBERT and GraphCodeBERT
do not support C, C++, and C#. Therefore, we
only consider Java, JavaScript, PHP, and Python
for these models, while all seven languages are
included for all other models.

We present the change in the Mean Reciprocal
Rank (MRR) before and after the removal of the
language component in Figure 3. This change is
averaged over all pairwise language retrieval tasks,
amounting to 6× 7 = 42 tasks in total. Addition-
ally, for the CodeT5+ model, we offer a detailed
breakdown of the MRR for each source language.
The retrieval results are averaged across the six
target languages and are tabulated in Table 1.
Discussion: Significant improvements are ob-
served before and after removing the language com-
ponent, with an absolute increase in MRR ranging
up to +17. We discuss a couple of factors below.

1. Database Configuration: Models exhibit
substantial language bias, leading to a dras-
tic drop in performance in the ’Source In-
cluded Multilingual’ setup, with a reduction
of -59.62% from 89.51 to 29.89.

2. Centering Effects: In three out of five cases,
centering has a detrimental impact on perfor-
mance. This aligns with the notion that center-
ing may mix syntax and semantic signals, po-
tentially removing semantic meaning as well
(Yang et al., 2021; Xie et al., 2022).

3. UniXcoder Exception: Notably, UniXcoder
explicitly aligns representations from differ-
ent programming languages during pretrain-
ing itself using a task involving cross-modal
generation (Guo et al., 2022). Consequently,
none of the methods provide any improvement
in this case.

4. CS-LRD Superiority: In most cases, CS-
LRD outperforms both centering and LRD.
This is attributed to the joint learning of the
syntax subspace across different programming
languages in CS-LRD.

5. Effect of Rank in LRD and CS-LRD: We
examine the impact of the rank of the subspace
r in Figure 5 for both LRD (Top Row) and CS-
LRD (Bottom Row). Increasing r consistently
enhances MRR in CS-LRD, while no such
behavior is observed in LRD, which is less
stable compared to CS-LRD.

3.3 Text2Code Search
In this section, we delve into Text2Code search, a
task where the objective is to find code that cor-
responds to a given natural language query (in
English). We explore two distinct settings for
Text2Code search:

• Monolingual Database: In this setting, we
construct the retrieval database using data
from a single programming language.

• Multilingual Database: In contrast, for this
setting, we include data from all program-
ming languages in the retrieval database. The
goal is to locate the correct code snippet that
matches the query, regardless of the program-
ming language.

For this task, we utilize the CodeSearchNet
dataset (Husain et al., 2019), which contains data
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Figure 3: Absolute change in MRR after removing language components in zero-shot Code2Code search.

CodeT5+ C C# C++ Java Javascript PHP Python Avg.

Monolingual

Original 86.19 88.12 90.93 89.95 90.63 89.46 91.32 89.51
Centering 87.59 91.10 93.25 92.23 91.70 90.97 92.62 91.35 (+1.84)

LRD(r=10) 88.87 91.77 94.85 93.20 91.84 91.85 92.90 92.18 (+2.67)
CS-LRD(r=9) 87.37 90.50 93.12 91.78 92.09 90.41 92.69 91.14 (+1.63)

Source Excluded Multilingual

Original 43.73 24.71 59.51 31.19 57.43 61.12 65.26 48.99
Centering 49.98 28.93 74.73 36.05 65.28 61.67 68.32 54.99 (+6.00)

LRD(r=10) 56.24 39.73 77.16 44.79 69.90 67.05 74.45 61.33 (+12.34)
CS-LRD(r=9) 57.04 31.13 76.89 37.75 66.99 65.10 72.03 58.13 (+9.14)

Source Included Multilingual

Original 34.35 16.94 17.69 23.99 32.76 38.09 45.43 29.89
Centering 37.03 16.28 33.23 21.89 40.14 40.97 52.81 34.62 (+4.73)

LRD(r=10) 45.88 11.37 41.55 23.47 40.37 39.96 54.63 36.75 (+6.86)
CS-LRD(r=9) 47.07 20.47 36.87 29.73 47.28 50.06 60.04 41.65 (+11.76)

Table 1: MRR averaged across all target languages for zero-shot Code2Code search using CodeT5+ (Wang et al.,
2023).

in six programming languages: Go, Ruby, Java,
JavaScript, PHP, and Python. Retrieval database
consists of codes in both val and test.

We present the change in Mean Reciprocal Rank
(MRR) before and after removing the language
component in Figure 4. Full view for Unixcoder
can be found at Table 2.
Discussion: Sizable improvements are observed
before and after removing language component,
with an absolute increase in MRR ranging upto +8.
We discuss a couple of factors below.

1. CodeT5+ Exception: CodeT5+ includes con-
trastive tuning as one of its pretraining tasks
(Wang et al., 2023) for text-to-code, which
explicitly aligns English with programming
languages. Hence, we don’t observe any im-
provement.

2. Centering Superiority: Unlike in
Code2Code search, in Text2Code search
centering outperforms both LRD and
CS-LRD.

3. Effect of Rank in LRD and CS-LRD: We
study the influence of the subspace rank r
as depicted in Figure 6. The top row illus-
trates the effect for LRD, while the bottom
row represents CS-LRD. For both CS-LRD
and LRD, increasing r either consistently im-
proves MRR or remains stable. However, for
CodeT5+, there is a consistent decrease.

4. Effect of Projecting out English: We con-
duct retrieval in two distinct ways. In the
first method, we remove language components
solely from programming languages, leaving
the query unaffected (no English component
is removed). In the second method, we trans-
form the query by removing the English lan-
guage component from it. The results are de-
picted in Figure 6. We find that projecting out
the English language components is crucial to
observe an increase in MRR.

4 Ablation Study

In this section, we conduct various ablation studies
focusing on the estimation set’s size and the effects
of different kinds of embeddings.

4.1 Effect of Estimation Set Size

In this section, we investigate the impact of es-
timation set size on language estimation and
its influence on Mean Reciprocal Rank (MRR)
in zero-shot Code2Code search. We randomly
sample {100, 500, 1000, 5000, 10000, 25000} ex-
amples from the original pool of 50,000 samples
from the Stack dataset for each language used in
Section 3.2. Subsequently, we conduct retrievals
with the language components removed based on
these samples. This study is repeated five times
for each sample size, and we calculate the MRR
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Figure 4: Absolute change in MRR after removing language components in zero-shot Text2Code search.

Unixcoder (mean) Go Java Javascript PHP Python Ruby Avg.

Monolingual

Original 61.38 44.23 40.93 35.22 42.43 55.30 46.58
Centering 64.01 47.77 44.25 38.98 46.15 57.16 49.72 (+3.14)

LRD(r=10) 61.51 44.46 41.15 35.38 42.61 55.44 46.76 (+0.18)
CS-LRD(r=9) 63.10 47.62 43.94 38.61 45.98 56.79 49.34 (+2.76)

Multilingual

Original 54.05 36.40 27.87 29.84 35.71 34.83 36.45
Centering 54.65 40.14 30.42 33.21 40.20 38.11 39.46 (+3.01)

LRD(r=10) 54.18 36.62 27.96 30.03 35.85 34.91 36.59 (+0.14)
CS-LRD(r=9) 55.21 39.95 30.07 33.06 39.37 36.94 39.10 (+2.65)

Table 2: MRR for zero-shot Text2Code search using Unixcoder (Guo et al., 2022) .

change. The results can be seen in Figure 7. In
this figure, the top row represents Centering, the
middle row showcases LRD, and the bottom row
depicts CS-LRD.

The results highlight a significant change in
MRR, even with estimation sets containing as few
as 100 samples per language. However, some vari-
ance is observed in certain instances. This variance
diminishes considerably once the estimation set ex-
pands to 1000 samples, resulting in a steadier MRR
shift. Interestingly, the variance is typically greater
for Centering and LRD compared to CS-LRD. This
study also reveals that specific examples in the es-
timation set don’t play as significant a role as the
overall size of the estimation set.

4.2 Mean embedding vs [CLS] embedding vs
Pooler output

In this section, we examine various kinds of embed-
dings and analyze the effects of removing language
components from them for zero-shot code2code
search. As noted in Sections 3.2 and 3.3, we uti-
lized mean embeddings for CodeBERT, Graph-
CodeBERT, UnixCoder, and StarEncoder. How-
ever, other embedding types are also commonly
employed in practice.

To clarify, let c be a code snippet. The function
encoder(c) produces the last hidden state with the
shape Rt×d, where t denotes the number of tokens
in the code. There are several methods to obtain a
single Rd representation from the encoder’s output.

These methods are defined as follows:

mean-embedding(c) ≜ encoder(c).mean(0)

cls-embedding(c) ≜ encoder(c)[0]

pooler-embedding(c) ≜ pooler(encoder(x)[0])

Here, pooler is an MLP layer positioned atop
the encoder, and its output is directed to the lan-
guage modeling head.

Results are displayed in Figure 8. We observe
that the improvements aren’t limited to mean-
embedding; they also extend to cls-embedding and
pooler-embedding. Specifically, when using CS-
LRD with CodeBERT’s cls-embedding, there’s a
significant increase of +26.22. Similarly, StarEn-
coder’s pooler embedding sees a +14.87 improve-
ment with CS-LRD. Notably, mean-embedding re-
mains superior to other embedding variants regard-
less of the presence or absence of language infor-
mation.

5 Related Work

Cross Lingual properties of Natural Language
models: We are the first to investigate the cross-
lingual properties of pretrained multilingual code
language models, examining them through the lens
of both language-specific (syntax) and language-
agnostic (semantic) attributes. Our research is mo-
tivated by a rich body of work that probes similar
behavior in multilingual natural language models
(Schuster et al., 2019; Libovickỳ et al., 2020; Kul-
shreshtha et al., 2020; Yang et al., 2021; Xie et al.,
2022; Chang et al., 2022). While these studies
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predominantly concentrate on models trained for
natural languages, our emphasis lies on those de-
signed for programming languages.
Code Representation Learning: The monumental
success of BERT (Devlin et al., 2019) and T5 (Raf-
fel et al., 2020) in natural language understanding
has sparked significant interest in adapting simi-
lar architectures for programming languages. This
interest has given rise to models like CodeBERT
(Feng et al., 2020), CodeTransformer (Zügner et al.,
2020), GraphCodeBERT (Guo et al., 2020), Con-
traCode (Jain et al., 2021), SynCoBERT (Wang
et al., 2021a), UniXCoder (Guo et al., 2022), and
PLBART (Ahmad et al., 2021). Some of these
works (Zügner et al., 2020; Guo et al., 2020) ex-
plore code-specific pretraining tasks, utilizing both
language-specific features (e.g., Program Analysis
Edges) and language-agnostic features (e.g., Ab-
stract Syntax Trees) to improve the performance
of multilingual code models. In contrast, our work
focuses on examining the representations of pre-
trained multilingual code language models.
LMs for Code Generation: In recent years, there
have been many language models (LMs) for code
trained with various architectures, sizes, and data
mixtures, inspired by the huge success of GPT
(Radford et al., 2019; Brown et al., 2020). Some of
these include Codex (Chen et al., 2021), CodeGeeX
(Zheng et al., 2023), SantaCoder (Allal et al., 2023),
PolyCoder (Xu et al., 2022), CodeGen (Nijkamp
et al., 2022), StarCoder (Li et al., 2023), Wizard-
Coder (Luo et al., 2023), and Code Llama (Roziere
et al., 2023). In this work, instead of focusing on
code generation, we concentrate on code represen-
tations.

6 Discussion

In our study of multilingual code models, we find
that these embeddings can be decomposed into two
main components: language-specific and language-
agnostic. Through extensive experimentation, we
conclude that when representations are not aligned
during pre-training, the removal of the language-
specific component, utilizing only the language-
agnostic component, significantly enhances perfor-
mance in retrieval tasks.

7 Limitations

In this study, we have focused on exploring rep-
resentations of encoder-only or encoder-decoder
models. However, future work should also investi-

gate decoder-only models.
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A Code2Code search results

We provide more detailed results for the
Code2Code search, where we calculate the mean
over the target language and present the MRR
(Mean Reciprocal Rank) for each source language.
This is similar to what is shown in Table 1 for
CodeT5+. For CodeBERT, the details can be found
in Table 3. For GraphCodeBERT, see Table 4. Re-
sults for UnixCoder are in Table 6, and for StarEn-
coder, refer to Table 5.

B Text2Code search results

We provide more detailed results for the Text2Code
search, similar to the information shown in Table
2 for UnixCoder. In Table 7, we display results
for all four models: CodeBERT, GraphCodeBERT,
StarEncoder, and CodeT5+.

C Effect on Contrastive Finetuned models

In this section, we fine-tune the models using con-
trastive loss (Oord et al., 2018) for three epochs,
with a batch size of eight, employing the AdamW
optimizer with a linear scheduler and 500 warm-up
steps. For both Code2Code search and Text2Code
search, we ensure that each batch includes transla-
tion pairs from multiple languages through random
sampling. This form of multilingual contrastive
learning encourages representations to be aligned
across programming languages. The results for
Code2Code search can be viewed in Figure 9, and
for Text2Code search in Figure 10. Similar to what
we saw in Section 3.2 and Section 3.3, there is no
significant benefit in removing language compo-
nents when representations are already aligned.

D Code and Compute

The code is set to be released publicly, and during
the experiments, T4 GPUs were utilized for a total
of approximately 200 GPU hours.
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Algorithm 1: Language Agnostic Code Embeddings
Input: code embedding e ∈ Rd , programming language l ∈ {1, . . . , ℓ} of embedding e and embedding matrices E1, . . . , Eℓ , where Ei ∈ Rn×d , rank r of the syntactic

subspace in the case of LRD and CS-LRD.
Output: Language agnostic code embedding ea ∈ Rd.

def centering(M)
ml = M[:, l]

return ml ∈ Rd

def LRD(E, r)
Ur,Σr, Vr = TOPK-SVD(M, r)

return Vr ∈ Rd×r

def CS-LRD(M, r)
m̂c = 1

d
M · 1ℓ.

Ûr, Σ̂r, V̂r = TOPK-SVD(M − m̂c · 1T
ℓ , r)

M̂s = Ûr, Γ̂s = V̂T
r · Σ̂r.

M̃s = PSEUDO-INVERSE(m̂c · 1T
ℓ + M̂s · Γ̂T

s ).

mc = M̃s · 1ℓ/∥M̃s · 1ℓ∥22
Ur,Σr, Vr = TOPK-SVD(M̃s − mc · 1T , r);

Ms = Ur,Γ = VT · Σr.

return Ms ∈ Rd×r

M = [MEAN(E1), . . . , MEAN(Eℓ)] ∈ Rd×ℓ

if estimation-method == centering then
es = centering(M.)

else
else if estimation-method == LRD then

P = LRD(El, r).
else

P = CS-LRD(M, r).
end
es = e − P · PT · e.

end
ea = e − es
return ea
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Figure 5: Effect of the rank (r) of the language subspace on MRR change in zero-shot Code2Code search. The top
row shows it for LRD, and the bottom row for CS-LRD.
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Figure 6: Effect of the rank (r) of the language subspace on MRR change in zero-shot Text2Code search. The top
row shows it for LRD, and the bottom row for CS-LRD. ’Without English’ and ’With English’ indicate cases where
query embeddings remain untransformed and transformed, respectively.
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Figure 7: Impact of Estimation Set size on MRR change, with the top, middle, and bottom rows showing effects for
Centering, LRD, and CS-LRD, respectively.
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Figure 8: The figure presents the averaged Mean Reciprocal Rank (MRR) across three retrieval setups for zero-shot
Code2Code search. These results are derived from mean, cls, and pooler embeddings. Annotations highlight the top
three values in both the original and after removing language components settings for various pooling strategies.

CodeBERT(mean) Java Javascript PHP Python Avg.

Monolingual

Original 46.90 56.75 57.89 43.19 51.18
Centering 55.25 47.29 43.93 33.32 44.95 (-6.23)

LRD(r=10) 49.49 59.56 60.87 45.83 53.94 (+2.76)
CS-LRD(r=6) 68.70 75.91 76.35 56.35 69.33 (+18.15)

Source Excluded Multilingual

Original 36.78 39.92 44.76 31.37 38.21
Centering 41.37 31.93 29.15 24.44 31.72 (-6.49)

LRD(r=10) 38.97 43.62 46.82 33.56 40.74 (+2.53)
CS-LRD(r=6) 49.06 60.58 56.83 41.74 52.05 (+13.84)

Source Included Multilingual

Original 4.09 6.11 8.01 5.34 5.89
Centering 2.06 5.24 8.18 5.76 5.31 (-0.58)

LRD(r=10) 4.80 7.25 9.25 6.12 6.86 (+0.97)
CS-LRD(r=6) 7.41 15.25 15.35 11.21 12.30 (+6.41)

CodeBERT (cls) Java Javascript PHP Python Avg.

Monolingual

Original 51.34 54.02 57.42 26.15 47.23
Centering 64.16 62.21 71.11 53.86 62.84 (+15.61)

LRD(r=10) 53.02 55.63 59.52 28.43 49.15 (+1.92)
CS-LRD(r=6) 77.72 78.42 76.87 60.80 73.45 (+26.22)

Source Excluded Multilingual

Original 34.28 28.55 44.16 14.43 30.35
Centering 48.48 46.28 47.32 37.69 44.94 (+14.59)

LRD(r=10) 36.25 31.63 46.86 16.05 32.70 (+2.35)
CS-LRD(r=6) 48.14 60.89 52.38 41.43 50.71 (+20.36)

Source Included Multilingual

Original 1.11 1.89 1.23 1.38 1.4
Centering 2.69 3.00 5.30 4.38 3.84 (+2.44)

LRD(r=10) 1.29 2.14 1.40 1.60 1.61 (+0.21)
CS-LRD(r=6) 4.08 6.61 6.11 4.67 5.37 (+3.97)

CodeBERT (pooler) Java Javascript PHP Python Avg.

Monolingual

Original 49.11 51.24 56.12 23.23 44.92
Centering 64.12 61.88 70.77 48.81 61.40 (+16.48)

LRD(r=10) 52.46 55.89 59.83 28.64 49.20 (+4.28)
CS-LRD(r=6) 77.53 77.39 75.30 61.49 72.93 (+28.01)

Source Excluded Multilingual

Original 36.60 29.57 41.70 12.96 30.21
Centering 50.17 45.56 47.41 35.03 44.54 (+14.33)

LRD(r=10) 40.31 36.32 47.63 17.00 35.32 (+5.11)
CS-LRD(r=6) 53.23 59.81 52.07 42.85 51.99 (+21.78)

Source Included Multilingual

Original 1.27 1.92 1.62 1.43 1.56
Centering 3.39 3.29 6.45 4.39 4.38 (+2.82)

LRD(r=10) 1.62 2.67 2.09 1.79 2.04 (+0.48)
CS-LRD(r=6) 4.19 7.05 7.49 4.95 5.92 (+4.36)

Table 3: Mean Reciprocal Rank (MRR) averaged across all target languages for zero-shot Code2Code search using
CodeBERT (Feng et al., 2020).
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GraphCodeBERT (mean) Java Javascript PHP Python Avg.

Monolingual

Original 72.56 82.39 85.85 91.55 83.09
Centering 92.75 92.50 94.20 96.53 94.00 (+10.91)

LRD(r=10) 74.47 84.03 87.35 92.17 84.50 (+1.41)
CS-LRD(r=6) 90.47 92.36 93.47 95.21 92.88 (+9.79)

Source Excluded Multilingual

Original 45.57 66.15 61.95 68.24 60.48
Centering 81.51 83.49 66.08 84.28 78.84 (+18.36)

LRD(r=10) 47.80 68.35 62.83 69.54 62.13 (+1.65)
CS-LRD(r=6) 66.78 78.46 70.22 76.46 72.98 (+12.50)

Source Included Multilingual

Original 5.09 10.63 5.59 11.59 8.23
Centering 2.67 11.66 9.61 17.28 10.30 (+2.07)

LRD(r=10) 6.20 12.89 6.66 13.42 9.79 (+1.56)
CS-LRD(r=6) 12.88 27.92 16.25 28.42 21.37 (+13.14)

GraphCodeBERT (cls) Java Javascript PHP Python Avg.

Monolingual

Original 62.00 82.02 78.29 71.09 73.35
Centering 80.86 90.83 83.13 81.92 84.18 (+10.83)

LRD(r=10) 63.56 83.54 79.47 71.78 74.59 (+1.24)
CS-LRD(r=6) 72.81 87.49 84.80 73.72 79.71 (+6.36)

Source Excluded Multilingual

Original 52.12 63.03 42.00 62.08 54.81
Centering 70.88 72.83 41.10 70.51 63.83 (+9.02)

LRD(r=10) 53.93 64.47 42.79 63.02 56.05 (+1.24)
CS-LRD(r=6) 64.44 71.68 46.04 65.87 62.01 (+7.20)

Source Included Multilingual

Original 7.94 25.25 15.02 13.36 15.39
Centering 15.57 28.44 16.53 23.70 21.06 (+5.67)

LRD(r=10) 9.29 27.03 16.33 15.08 16.93 (+1.54)
CS-LRD(r=6) 17.34 35.19 21.38 26.41 25.08 (+9.69)

GraphCodeBERT (pooler) Java Javascript PHP Python Avg.

Monolingual

Original 60.64 80.56 73.22 67.14 70.39
Centering 58.20 78.84 70.94 68.08 69.02 (-1.37)

LRD(r=10) 60.52 80.62 73.47 66.94 70.39 (+0.00)
CS-LRD(r=6) 60.50 80.24 72.73 67.21 70.17 (-0.22)

Source Excluded Multilingual

Original 51.41 60.75 40.34 59.03 52.88
Centering 47.27 58.01 37.17 58.06 50.13 (-2.75)

LRD(r=10) 51.23 60.75 40.51 58.91 52.85 (-0.03)
CS-LRD(r=6) 51.20 60.57 40.14 59.06 52.74 (-0.14)

Source Included Multilingual

Original 7.32 24.18 14.81 12.74 14.76
Centering 0.81 4.70 2.55 2.27 2.58 (-12.18)

LRD(r=10) 7.27 23.83 14.60 12.56 14.56 (-0.20)
CS-LRD(r=6) 7.30 24.01 14.64 12.71 14.66 (-0.10)

Table 4: Mean Reciprocal Rank (MRR) averaged across all target languages for zero-shot Code2Code search using
GraphCodeBERT (Guo et al., 2020).

StarEncoder (mean) C C# C++ Java Javascript PHP Python Avg.

Monolingual

Original 20.27 91.66 86.45 90.11 90.28 90.37 90.46 79.94
Centering 76.68 90.04 93.28 89.51 89.16 93.12 93.63 89.35 (+9.41)

LRD(r=10) 21.95 92.28 88.64 91.18 91.39 91.31 92.26 81.29 (+1.35)
CS-LRD(r=9) 21.30 93.91 90.58 92.74 91.52 93.46 94.26 82.54 (+2.60)

Source Excluded Multilingual

Original 8.26 38.03 54.99 39.17 61.52 69.98 61.46 47.63
Centering 15.30 39.10 58.78 41.94 61.10 67.43 67.20 50.12 (+2.49)

LRD(r=10) 8.77 40.97 59.98 41.74 65.03 72.09 67.48 50.87 (+3.24)
CS-LRD(r=9) 8.79 44.02 62.24 43.93 65.51 75.72 72.30 53.22 (+5.59)

Source Included Multilingual

Original 7.01 27.61 20.61 29.83 28.61 5.76 18.88 19.76
Centering 6.67 16.52 21.35 19.71 13.44 2.66 17.76 14.02 (-5.74)

LRD(r=10) 7.52 30.09 25.46 32.07 32.80 7.82 24.13 22.84 (+3.08)
CS-LRD(r=9) 7.77 33.15 31.06 34.78 35.87 10.38 33.70 26.67 (+6.91)

StarEncoder (cls) C C# C++ Java Javascript PHP Python Avg.

Monolingual

Original 8.35 50.35 37.75 46.48 58.53 59.99 59.21 45.81
Centering 48.76 57.74 65.89 52.88 67.19 61.13 65.81 59.91 (+14.10)

LRD(r=10) 8.90 54.66 44.38 50.47 61.94 64.84 64.84 50.00 (+4.19)
CS-LRD(r=9) 10.34 64.56 57.82 61.20 69.79 68.80 77.70 58.60 (+12.79)

Source Excluded Multilingual

Original 3.92 16.92 12.56 17.26 29.98 32.14 25.54 19.76
Centering 8.58 17.17 26.63 17.75 35.76 32.17 27.17 23.60 (+3.84)

LRD(r=10) 4.23 17.18 15.93 17.58 33.98 36.22 29.92 22.15 (+2.39)
CS-LRD(r=9) 5.07 17.83 23.96 18.04 43.05 42.13 43.27 27.62 (+7.86)

Source Included Multilingual

Original 2.93 10.92 2.47 11.43 2.71 0.93 5.62 5.29
Centering 3.88 9.07 3.05 9.92 2.76 0.25 5.39 4.90 (-0.39)

LRD(r=10) 3.33 11.23 2.75 11.87 3.41 1.21 7.16 5.85 (+0.56)
CS-LRD(r=9) 3.89 12.33 3.24 13.11 4.76 1.53 10.09 6.99 (+1.70)

StarEncoder (pooler) C C# C++ Java Javascript PHP Python Avg.

Monolingual

Original 3.99 27.80 11.77 28.98 30.90 21.52 30.14 22.16
Centering 6.80 33.20 25.15 30.42 37.13 24.72 25.24 26.09 (+3.93)

LRD(r=10) 4.08 29.15 12.64 30.13 33.07 23.68 32.21 23.57 (+1.41)
CS-LRD(r=9) 5.98 43.66 25.21 43.38 49.81 40.37 50.78 37.03 (+14.87)

Source Excluded Multilingual

Original 2.94 14.49 7.93 15.52 16.19 10.41 15.50 11.85
Centering 3.53 15.68 8.55 15.30 19.94 11.46 13.88 12.62 (+0.77)

LRD(r=10) 3.03 14.82 8.46 15.82 17.84 11.57 16.95 12.64 (+0.79)
CS-LRD(r=9) 3.75 16.53 13.88 17.39 26.75 22.39 26.55 18.18 (+6.33)

Source Included Multilingual

Original 2.40 9.75 2.28 10.59 2.69 0.85 3.66 4.6
Centering 1.73 8.80 2.25 8.44 3.11 0.51 3.43 4.04 (-0.56)

LRD(r=10) 2.45 10.06 2.37 11.01 2.98 0.99 4.29 4.88 (+0.28)
CS-LRD(r=9) 2.98 11.94 2.73 12.95 4.59 1.46 6.61 6.18 (+1.58)

Table 5: Mean Reciprocal Rank (MRR) averaged across all target languages for zero-shot Code2Code search using
StarEncoder (Li et al., 2023).

UnixCoder (mean) C C# C++ Java Javascript PHP Python Avg.

Monolingual

Original 95.27 98.31 98.12 98.19 97.48 97.76 98.18 97.62
Centering 95.59 98.28 98.23 98.43 97.30 97.76 98.13 97.67 (+0.05)

LRD(r=10) 95.35 98.31 98.12 98.20 97.47 97.76 98.19 97.63 (+0.01)
CS-LRD(r=9) 95.16 98.34 98.27 98.43 97.57 97.76 98.22 97.68 (+0.06)

Source Excluded Multilingual

Original 78.34 87.63 94.19 87.44 91.51 90.18 92.77 88.87
Centering 77.94 87.02 93.94 87.55 90.77 89.48 92.24 88.42 (-0.45)

LRD(r=10) 78.53 87.68 94.21 87.44 91.56 90.16 92.64 88.89 (+0.02)
CS-LRD(r=9) 79.32 88.45 94.39 88.10 91.76 90.57 93.28 89.41 (+0.54)

Source Included Multilingual

Original 71.19 82.03 85.87 81.45 84.75 85.21 87.57 82.58
Centering 69.67 80.80 85.86 80.92 83.05 82.98 85.85 81.30 (-1.28)

LRD(r=10) 71.26 82.07 86.02 81.47 84.75 85.25 87.57 82.63 (+0.05)
CS-LRD(r=9) 72.28 82.92 86.71 82.07 85.29 85.81 88.36 83.35 (+0.77)

UnixCoder (cls) C C# C++ Java Javascript PHP Python Avg.

Monolingual

Original 93.63 97.29 97.54 97.79 96.88 96.83 97.55 96.79
Centering 93.76 97.57 97.66 97.99 97.12 97.14 97.68 96.99 (+0.20)

LRD(r=10) 93.55 97.29 97.56 97.82 96.92 96.83 97.55 96.79 (+0.00)
CS-LRD(r=9) 94.29 97.64 97.68 98.04 97.02 96.95 97.61 97.03 (+0.24)

Source Excluded Multilingual

Original 75.57 81.52 92.98 82.07 89.90 88.45 91.66 86.02
Centering 74.99 81.35 92.77 82.34 89.74 87.65 91.83 85.81 (-0.21)

LRD(r=10) 75.75 81.63 93.02 82.11 89.89 88.50 91.66 86.08 (+0.06)
CS-LRD(r=9) 77.26 82.87 93.12 83.37 90.45 88.52 92.46 86.86 (+0.84)

Source Included Multilingual

Original 67.67 75.89 81.38 75.50 80.70 81.39 84.61 78.16
Centering 65.04 73.93 81.83 74.42 79.12 78.96 83.49 76.68 (-1.48)

LRD(r=10) 67.84 76.03 81.64 75.60 80.81 81.56 84.68 78.31 (+0.15)
CS-LRD(r=9) 69.63 77.71 83.09 77.18 81.50 81.61 85.32 79.43 (+1.27)

Unixcoder (pooler) C C# C++ Java Javascript PHP Python Avg.

Monolingual

Original 93.17 97.16 97.30 97.68 96.45 96.59 97.26 96.52
Centering 93.31 97.36 97.47 98.01 96.78 96.91 97.54 96.77 (+0.25)

LRD(r=10) 93.09 97.22 97.40 97.75 96.50 96.66 97.29 96.56 (+0.04)
CS-LRD(r=9) 93.59 97.38 97.53 97.92 96.64 96.72 97.43 96.74 (+0.22)

Source Excluded Multilingual

Original 74.44 80.66 92.35 80.81 88.70 87.47 90.75 85.03
Centering 74.42 80.47 92.28 81.85 88.59 87.43 91.29 85.19 (+0.16)

LRD(r=10) 74.50 80.92 92.57 81.09 88.87 87.72 90.82 85.21 (+0.18)
CS-LRD(r=9) 75.75 81.76 92.61 82.48 89.35 87.89 91.71 85.94 (+0.91)

Source Included Multilingual

Original 67.00 75.07 80.49 74.39 79.36 80.87 83.59 77.25
Centering 65.36 73.11 81.22 74.22 77.48 79.12 82.82 76.19 (-1.06)

LRD(r=10) 67.05 75.41 80.83 74.67 79.61 80.99 83.93 77.50 (+0.25)
CS-LRD(r=9) 68.59 76.69 81.80 76.62 80.20 81.09 84.44 78.49 (+1.24)

Table 6: Mean Reciprocal Rank (MRR) averaged across all target languages for zero-shot Code2Code search using
UnixCoder (Guo et al., 2022).
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CodeBERT (mean) Go Java Javascript PHP Python Ruby Avg.

Monolingual

Original 0.15 0.04 0.06 0.03 0.06 0.37 0.12
Centering 0.13 0.26 0.29 0.19 0.31 1.04 0.37 (+0.25)

LRD(r=10) 0.18 0.04 0.06 0.03 0.07 0.40 0.13 (+0.01)
CS-LRD(r=6) 0.33 0.15 0.18 0.06 0.27 0.87 0.31 (+0.19)

Multilingual

Original 0.07 0.01 0.00 0.00 0.02 0.27 0.06
Centering 0.02 0.03 0.04 0.05 0.24 0.27 0.11 (+0.05)

LRD(r=10) 0.09 0.01 0.00 0.00 0.02 0.30 0.07 (+0.01)
CS-LRD(r=6) 0.13 0.05 0.02 0.00 0.19 0.41 0.13 (+0.07)

GraphCodeBert (mean) Go Java Javascript PHP Python Ruby Avg.

Monolingual

Original 12.48 8.60 7.30 8.08 10.38 20.80 11.27
Centering 19.30 17.32 18.14 14.62 18.53 31.59 19.92 (+8.65)

LRD(r=10) 14.85 10.10 8.58 9.20 12.07 22.94 12.96 (+1.69)
CS-LRD(r=6) 15.94 11.86 8.07 10.22 13.09 24.05 13.87 (+2.60)

Multilingual

Original 5.49 7.41 3.01 4.05 7.39 6.63 5.66
Centering 8.60 12.07 7.58 9.28 12.26 20.01 11.63 (+5.97)

LRD(r=10) 6.75 8.70 3.47 4.77 8.70 7.85 6.71 (+1.05)
CS-LRD(r=6) 7.60 9.29 3.28 4.89 10.08 14.50 8.27 (+2.61)

StarEncoder (mean) Go Ruby Java Javascript PHP Python Avg.

Monolingual

Original 1.85 4.41 1.89 1.55 0.57 2.14 2.07
Centering 18.00 18.98 10.65 10.52 6.95 10.71 12.64 (+10.57)

LRD(r=10) 2.08 4.88 2.21 1.76 0.72 2.52 2.36 (+0.29)
CS-LRD(r=9) 3.07 7.60 3.93 2.71 1.68 4.09 3.85 (+1.78)

Multilingual

Original 0.96 1.88 1.33 0.75 0.16 1.80 1.15
Centering 5.80 9.92 5.92 4.48 1.51 8.41 6.01 (+4.86)

LRD(r=10) 1.06 2.18 1.60 0.88 0.21 2.08 1.34 (+0.19)
CS-LRD(r=9) 1.09 4.28 2.69 1.31 0.49 3.43 2.22 (+1.07)

CodeT5+ (pooler) Go Ruby Java Javascript PHP Python Avg.

Monolingual

Original 90.74 74.45 71.82 69.18 67.82 71.72 74.29
Centering 89.98 73.38 70.36 67.71 65.57 70.07 72.84 (-1.45)
LRD(r=1) 90.42 73.86 71.18 68.45 67.03 71.10 73.67 (-0.62)

CS-LRD(r=1) 90.69 74.32 71.90 69.13 67.81 71.60 74.24 (-0.05)

Multilingual

Original 89.40 55.82 65.60 58.65 63.36 67.32 66.69
Centering 86.89 58.09 59.46 52.24 55.43 65.75 62.98 (-3.71)
LRD(r=1) 88.83 56.69 63.76 55.46 60.74 67.03 65.42 (-1.27)

CS-LRD(r=1) 89.37 55.65 65.93 58.35 63.17 67.08 66.59 (-0.10)

Table 7: Mean Reciprocal Rank (MRR) for zero-shot Text2Code search using CodeBERT (Feng et al., 2020),
GraphCodeBERT (Guo et al., 2020), StarEncoder (Li et al., 2023), CodeT5+ (Wang et al., 2023).
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Figure 9: Absolute change in Mean Reciprocal Rank (MRR) after removing language components for Code2Code
search after contrastive fine-tuning.
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Figure 10: Absolute change in Mean Reciprocal Rank (MRR) after removing language components for Text2Code
search after contrastive fine-tuning.
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