ComCLIP: Training-Free Compositional Image and Text Matching

Xuehai He*
UC Santa Cruz

xhe89@ucsc.edu

Kenan Jiang*
UC Berkeley
kenanj11@berkeley.edu

Abstract

Contrastive Language-Image Pretraining
(CLIP) has demonstrated great zero-shot
performance for matching images and text.
However, it is still challenging to adapt
vision-language pretrained models like CLIP
to compositional image and text matching —
a more challenging image and text matching
task requiring the model’s understanding
of compositional word concepts and visual
components. Towards better compositional
generalization in zero-shot image and text
matching, in this paper, we study the problem
from a causal perspective: the erroneous
semantics of individual entities are essentially
confounders that cause the matching failure.
Therefore, we propose a novel training-free
compositional CLIP model (ComCLIP).
ComCLIP disentangles input images into
subjects, objects, and action subimages and
composes CLIP’s vision encoder and text
encoder to perform evolving matching over
compositional text embedding and subimage
embeddings. In this way, ComCLIP can
mitigate spurious correlations introduced by
the pretrained CLIP models and dynamically
evaluate the importance of each compo-
nent. Experiments on four compositional
image-text matching datasets: Winoground,
VL-checklist, SVO, and ComVG, and two
general image-text retrieval datasets: Flick30K,
and MSCOCO demonstrate the effectiveness
of our plug-and-play method, which boosts
the zero-shot inference ability of CLIP, SLIP,
and BLIP2 even without further training or
fine-tuning. Our codes can be found at https:
//github.com/eric-ai-1lab/ComCLIP.

1 Introduction

Image and text matching (Plummer et al., 2015;
Lin et al., 2014) is a fundamental task for vision-
language research that involves multimodal reason-
ing and multi-level visual and text concept align-
ment. Recently, a growing number of pretrained
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A is catching a frisbee. A man is hitting a baseball.

A man is holding a sign.

Pos Neg

cLip 22.49 23.07 X 22.70 2333 X 16.55 16.92 X

ComCLIP 23.44 22.92 24.92 24.87 19.29 17.29

Figure 1: Examples of the compositional image-text
matching problem, in which the positive and negative
images have very similar semantics except for the only
difference in subject, predicate/verb, or object. CLIP
mistakenly connects the text prompts with the wrong
images on the right (high similarity scores with negative
images), while our ComCLIP model does compositional
matching more effectively.

vision-language foundation models (Radford et al.,
2021; Jiaetal., 2021; Li et al., 2022a,b) have shown
encouraging results towards open-domain visual
and language concept matching. Among these mod-
els, CLIP (Radford et al., 2021) can be easily trans-
ferred to image and text matching under zero-shot
and few-shot scenarios. However, CLIP treats the
image and the text as a whole for alignment and
ignores the compositional matching of disentan-
gled concepts, especially for tasks that require the
model’s compositional understanding ability. For
instance, Figure 1 shows some examples that CLIP
fails at, which require a compositional generaliza-
tion of the model to understand different subject,
predicate, or object concepts.

In fact, it is widely observed that current pre-
trained vision-language models struggle to recog-
nize actions from the image, distinguishing objects
from subjects (Hendricks and Nematzadeh, 2021),
or failing to identify objects in unseen surround-
ings (Rosenfeld et al., 2018). These may be as-
cribed to shortcut learning (Geirhos et al., 2020)
and dataset biases in pretraining, where the mod-
els learn the correspondence between entities and
images implicitly and are thus vulnerable to spuri-
ous correlations, incurring biases toward particular
objects/subjects/predicates and combinations.
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Therefore, there are primarily two challenges
to address when adopting CLIP for compositional
image and text matching. Challenge I: the pre-
trained language model in CLIP is biased and tends
to rely on spurious relationships learned in pre-
training. For example, in Figure 1 (A), CLIP asso-
ciates “frisbee” with “dog” because of their more
frequent co-occurrence and makes the wrong pre-
diction. Meanwhile, the richness of entities in text
descriptions brings Challenge 2: entity embeddings
should contribute dynamically for compositional
matching. In Figure 1, the subject/predicate/object
entities “man/hitting/sign”, as identifiers for cor-
rect matching in each scenario, should be endowed
with more importance. Based on the semantics of
input images, CLIP should adjust the weights for
these entity embeddings. Yet existing approaches
often calculate the similarities merely based on the
global embedding of images and texts and overlook
fine-grained concept matching (Li et al., 2019).

To address the above limitations, we propose
a new fraining-free framework based on CLIP-
like models from the causal viewpoint, named
ComCLIP. Specifically, we disentangle the visual
scene into individual visual concepts and con-
struct counterfactual subimages containing sub-
ject/object/predicate entities only. Then we utilize
backdoor adjustment (Pearl et al., 2000a) to imple-
ment interventions over the disentangled subim-
ages to mitigate the effect of spurious correla-
tions. With this design, ComCLIP can bind the
disentangled visual components with the correct
word concept and avoid matching solely based
on spurious correlations learned during pretrain-
ing and fine-tuning, achieving compositional gen-
eralization. To validate our approach, we for-
malize the compositional image and text matching
task and construct a new Compositional Vi-
sual Genome (ComVG) dataset from the Visual
Genome (Krishna et al., 2017) dataset for this task.
We evaluated on multiple datasets: Winoground,
VL-checklist, SVO-Probes (Hendricks and Ne-
matzadeh, 2021), Flickr30K (Plummer et al., 2015),
MSCOCO (Lin et al., 2014), and the ComVG
dataset. Notably, ComCLIP gains an absolute accu-
racy improvement of 4.50% on the image score and
2.34% on the group score over CLIP and SLIP re-
spectively on the challenging Winoground dataset.

Our contributions are summarized as follows:

* We formally define the compositional image
and text matching problem and propose a

novel approach named ComCLIP to address
it from the causal perspective: disentangling
the input image into counterfactual subimages
and leverages the backdoor adjustment (Pearl
et al., 2000a) to compose entity features and
perform fine-grained compositional concept
matching, mitigating the effect of spurious
correlations introduced during training and
achieving compositional generalization.

* The ComCLIP framework is training-free and
can be applied to CLIP-like models for zero-
shot inference without further training.

* We introduce a new dataset, the Composi-
tional Visual Genome' , which contains 5400
image-text pairs with subject, verb, and object
annotations. This dataset was generated by
creating image—sentence pairs from the Vi-
sual Genome (Krishna et al., 2017) in the
same format as the SVO-Probes (Hendricks
and Nematzadeh, 2021) dataset, to benchmark
compositional image and text matching.

* We demonstrate the effectiveness of Com-
CLIP by outperforming CLIP on the
Winoground, VL-checklist, SVO-Probes, and
ComVG dataset over the compositional image-
text matching task. We also shows its effec-
tiveness over the general image-text retrieval
task by testing Flickr30K and MSCOCO.

2 Related Work

Image-Text Matching Most existing image-text
matching datasets are evaluated in a classification
setting. For example, (Chao et al., 2015; Lu et al.,
2016) focus on the relationship or interaction de-
tection. (Gupta et al., 2020; Faghri et al., 2017)
explore how creating hard negatives (e.g., by sub-
stituting words in train examples) leads to better
test performance. FOIL benchmark (Shekhar et al.,
2017) tests if vision-language models can differ-
entiate between sentences that vary with respect
to only one noun. SVO-Probes adds hard evalua-
tion examples to test the model’s understanding of
verbs as well as subjects and objects in a controlled
way. To associate local regions in an image with
texts to do matching, (Xu et al., 2015a) incorpo-
rates a soft form of attention into their recurrent

'"The dataset is available at

https://drive.google.com/file/d/1rWHuq48pa
ToXZs7_OT2Wko415 YrAfFmR/view
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Figure 2: Overview of our ComCLIP framework using CLIP as the backbone. We disentangle the input image using
GRiT (Wu et al., 2022) and the Large Language Model (LLM) by obeying the rules of encoding object, subject, and
predicate respectively. The figure shows the case where multiple subjects/objects/predicates are involved (this is a

positive example from Flickr30K).

model. (Ma et al., 2015) learns multiple networks
that capture words, phrases, and sentence-level in-
teractions with images and combines the scores of
these networks to obtain a whole image-sentence
score. (Hu et al., 2016) leverages spatial informa-
tion and global context to predict where objects
are likely to occur. (Wang et al., 2016) formulates
a linear program to localize all the phrases from
a caption jointly. In this paper, we focus on the
task of matching error-prone texts with images, re-
quiring distinguishing words on a granular level —
compositional image and text matching.

Pretrained Vision-Language Models Vision-
Language models pretrained on large-scale image-
text pairs have demonstrated great potential in mul-
timodal representation learning (Jia et al., 2021;
Yao et al., 2021; Yuan et al., 2021; Li et al., 2022b;
Radford et al., 2021). Among them, CLIP (Rad-
ford et al., 2021) benefits from 400M curated data
and defines various prompt templates to carry out
zero-shot image classification. GLIP (Li et al.,
2022b) has incorporated region-level alignment in
its pretraining. However, these models can suffer
from connecting verbs/subjects/objects concepts
with visual components correctly (Hendricks and
Nematzadeh, 2021) and bias towards spurious re-
lations they have seen in the pretraining data, re-
ferred to as “confounders" (Zhang et al., 2020). By
modeling using a structural causal model (SCM)
network (Pearl et al., 2000b), (Zhang et al., 2020)

executes a hard intervention to eliminate dataset
bias via a backdoor intervention during pretrain-
ing. Different from them, in this work, we focus
on mitigating the effect of spurious relations and
improving the zero-shot inference and composi-
tonal generalization abilities of off-the-shelf pre-
trained vision-language models. We develop a new
training-free paradigm that gains superior perfor-
mance on compositional image and text matching.
Disentangled Representation Learning It is of-
ten assumed that real-world observations like im-
ages can be disentangled (Bengio et al., 2013; Pe-
ters et al., 2017). (Li et al., 2020) disentangles
background, texture, shape, etc., and uses object
bounding boxes as supervision to synthesize im-
ages. (Besserve et al., 2020) leverages the idea of
independent mechanisms to identify modularity in
pretrained generative models. (Niu et al., 2020)
performs hierarchical alignments in three differ-
ent granularities, i.e., global-global, global-local,
and local-local alignments for description-based
person re-id. (Chen et al., 2020) improves fine-
grained video-text retrieval by decomposing video-
text matching into global-to-local levels. (Zhang
et al., 2022) proposes a multi-granularity semantic
collaborative reasoning network and employs dif-
ferent granularity semantic representations of the
question and dialog history to collaboratively iden-
tify the relevant information from multiple inputs
based on attention mechanisms. (Sauer and Geiger,
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Figure 3: Overview of our ComCLIP framework using CLIP as the backbone. We disentangle the input image using
three independent encoding mechanisms by obeying the rules of encoding object, subject, and predicate respectively.
The entity information is introduced to the global embedding of the whole image. Module components from CLIP
(vision encoder F'(-), text encoder G(+)) are always frozen. During implementation, the process for matching and
calculating the score begins with the input image being processed into object, subject, and predicate subimages.
This is followed by feeding both the original sentence and image, along with their parsed words and subimages,
into the CLIP text and vision encoders. Subsequently, cosine similarity scores are computed for each pairing of
subimage and word embeddings. These scores are then subjected to a Softmax layer, resulting in three positive
weights. The next step involves adding the reweighted subimage embeddings to the embedding of the original
image. Finally, the ultimate matching score is derived from comparing this aggregated image embedding and the

global text embedding.The whole framework is training-free.

2021) utilizes independent mechanisms to gener-
ate images to improve image classification. (Ma
et al., 2022) disentangles word entities from the
conventional meanings of special entities encoded
in the pretrained language model. None of these
works consider the alignment of subjects, objects,
and predicate entities. Different from them (Peters
et al., 2017), we employ independent mechanisms
to disentangle images and use generated subim-
ages to improve fine-grained visual and language
concept matching, which can mitigate spurious cor-
relations introduced by the pretrained model.

3 Compositional Image and Text
Matching

We first introduce the task of compositional im-
age and text matching, where we are interested in
improving the compositional understanding, more
specifically, subject/object/predicate understanding
of vision-language models. Compositional image
and text matching is a task focused on enhancing
the understanding of compositional elements such
as subjects, objects, and predicates within CLIP-

like models. This task requires an appreciation of
fine distinctions between texts and their underlying
compositional structure, as illustrated in Figure 1
with phrases like “man/hitting/sign." The model’s
ability to differentiate images that only vary by
one conceptual element in their accompanying text
highlights its comprehension of compositionality.

We formally define this task as follows: given
text prompts Y (e.g., "A man is hitting a
baseball") and a set of entities 7° = {eF}K |
such as hitting, where K denotes the total number
of entities and e* represents the k-th entity, the
model’s objective is to match the text prompts with
the corresponding images. The challenge lies in
the inclusion of negative images that contain mis-
matched entities {e*}7_,, where n < k. These
negative images are designed to confuse the model,
demanding a nuanced understanding of the enti-
ties within a sentence. Simply relying on nouns or
spurious relations would not succeed at this task.
To evaluate how well the model grasps this con-
cept of compositionality in texts and matches them
with the right images, we introduce an additional
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ComVG dataset as an extended testing platform.

4 ComCLIP

We propose ComCLIP to incorporate a causal view
into the CLIP-like models. We briefly introduce
the background of ComCLIP in view of structured
causal models in Section 4.1. Then, we present the
overview of ComCLIP pipeline in Section 4.2. We
introduce its critical components in depth in Sec-
tion 4.3 and 4.4. Our objectives are: (i) We aim at
disentangling visual input into subimages contain-
ing fine-grained compositional concepts. (ii) We
intend to utilize those disentangled concepts to per-
form entity-level matching dynamically and miti-
gate the effect of spurious relations in the pretrained
vision-language models learned during training.

4.1 Background

Causal inference aims to understand how changing
one variable can affect another, often represented
using concepts such as confounders, interventions,
counterfactuals, and do-operations. In the realm of
computer vision and natural language processing,
the causal relationships can provide insights into
the underlying generative processes.

Consider a dataset comprised of (high-
dimensional) observations X (i.e., images) and
corresponding text prompts Y. Assume that
each X can be described by lower-dimensional,
semantically meaningful factors of variation z
(e.g., objects, subjects, or action relations between
objects and subjects (i.e., predicates in the image)).
These factors, which we term confounders Z, may
affect either X or Y. By disentangling these fac-
tors, we can achieve more granular image and text
matching. This idea of disentanglement resonates
with the principles of structural causal models
(SCMs) (Pearl et al., 2000b) and independent
mechanisms (IMs). An SCM is a mathematical
formulation representing how variables influence
one another, often composed of multiple IMs, the
individual causal processes. Inspired by SCMs,
our approach decomposes the subimage generation
process into three independent mechanisms: object
mechanism fopject » Subject mechanism fgypject, and
predicate mechanism fpredicate-

4.2 Method Overview

We introduce the overview of our method from a
conceptual view. The pipeline is shown in Figure 2
and Figure 3. Our goal is to refine a pretrained

vision-language model for fine-grained composi-
tional image-text matching. This involves disen-
tangling an input image to create entity-specific
subimages, calculating similarity scores between
these subimages and their textual counterparts, and
integrating these weighted embeddings with the
global image embedding. This process enables
the model to capture non-spurious semantic entity
information and conduct concept matching at the
granular level.

4.3 Counterfactual Subimage Generation

Our method centers on the concept of causality, par-
ticularly, the Independent Mechanism (IM) assump-
tion. In the realm of causality, the IM assumption
posits that a system’s variable generation process
comprises autonomous modules that operate with-
out mutual interference (Peters et al., 2017). We
adopt this principle and tailor it to our context by
considering three independent mechanisms for gen-
erating object, subject, and predicate subimages.

While our method is inspired by causal mech-
anisms, we do not make strong causal claims.
Instead, we utilize the intuition that in a com-
plex system, certain variables (or mechanisms) op-
erate autonomously. Given the aforementioned
setup, our structural causal model (SCM) takes the
form: O := fobject (X) S = fsubject (X) P =
foredicaie (X)) . Where O is the object image, S is
the subject image, and P is the predicate image.

With the structural framework above, we answer
counterfactual questions, a fundamental concept
in causality. Specifically, we pose questions like
"What if we retain only the subject/object/predicate
in the original image?". The responses to such
inquiries allow us to generate what we term as
counterfactual subimages. The essence of these
images is that they exclusively feature the entity in
question (see Figure 3). This procedure leads to
the disentanglement of the input image into three
distinct and causally independent subimages.

With these foundational blocks in place, our
method is geared to connect each disentangled im-
age entity with its corresponding textual counter-
part. When each entity is independently and aptly
encoded, matching becomes streamlined and effi-
cient. The remaining challenge is to craft a mecha-
nism that effectively governs the composition pro-
cess of distinct entity regions within an image.
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4.4 Entity Composition

As mentioned, the pretrained CLIP-like model is
prone to be biased toward specific subjects, objects
or predicates, or even rely solely on one of them in
the sentence.

From the causal perspective, to match image
X with text prompt Y correctly, we want to infer
P(Y|X) while at the same time mitigating the ef-
fect of detrimental confounders z. The confounders
may introduce spurious correlations in the model
when directly inferring from P(Y | X).

Our goal is to infer P(Y | X') while mitigating
the effects of detrimental confounders z. Leverag-
ing Bayes Rule,

P(Y | X) ZPYz\X (1)

:ZPY\X,Z P(z]X), @

the confounder z introduces the bias of word con-
cept via P(z | X). To adjust the effect of con-
founder z, we can intervene X by first disentan-
gling it and then intervening with it using do-

operation 2:

P(Y |do(X)) =Y P(Y | X,2)P(z). (3
do(X) refers to the process of mitigating the effect
of harmful confounders z. These confounders z,
as explained in Section 4.1, are lower-dimensional
and semantically meaningful factors that include
objects, subjects, and predicates within the image.
By mitigating the impact of these confounders, we
aim to refine our compositional matching process
between the image and text. We now seek an im-
plicit way to compute P(Y | X, z) and P(z). Con-
sidering the SCMs mentioned above, we interpret
fobject (X)7 fsubject<X>7 fpredicate (X) as incorporat—
ing entity semantics into attended regions.

To do concept matching over the text prompt
Y and the entity set TF = {ek}szl, where K is
the total number of entities, and e is the k-th en-
tity. T represents a set of entities extracted from
text prompts, during testing, both the image and its
corresponding text, along with these parsed enti-
ties and their associated subimages, are processed
through the CLIP text and vision encoders.

2P(Y | do(X)) uses the do-operator (Glymour et al.,
2016). Given random variables X,Y’, we write P(Y =y |
do(X = z)) to indicate the probability that Y = y when we
intervene and set X to be x.

This interpretation motivates us
to compute the similarity between
fobject (X)u fsubject(X)a fpredicate(X) with  dif-
ferent word entity embeddings to achieve
concept-wise semantic fusion and guidance. The
prediction P(Y | X, z) can be regarded as a
classifier: P(Y | X,z) = Softmax f;(X,z).
Similar to (Wang et al.,, 2020), using the ap-
proximation of NGSM (Normalized Weighted
Geometric Mean) (Xu et al., 2015b), we have:
P(Y | do(X)) =~ Softmax[E, (fi(X,2))].
Specifically, to implement this on the ComVG
dataset, given an input image X and IMs
fobject (), fsubject(')a fpredicate(')a we first extract a
collection of visual concepts from input images
as fobject (X)7 fsubject(X)a fpredicate (X) For the
language side, given a prompt Y and its entity
set TF, we extract all (subject, object, predicate)
words (Y, Y,,Y,) from the input text prompts.
Using cosine similarity score S as an example, we
compute the concept-level similarity separately:

= S(F(fobjeet (X)), G(Y5))
S(F(fsub]ect( )) ( )
(

);
=S F(fpredlcate( )) (Yp))7
Where F(-) = CLIPyision(+), G(+)

= CLIPgyu(-).
4)

The final visual feature is composed by:

V= F(X)+F(f0bject (X))Sl + F(fsubject (X))SQ
+ F(fpredicate (X))SS

)
By adding compositional features back to the
global image feature (as in Eq 5) and matching
them with the global text features, we balance the
need for detailed matching with overall context
preservation.

We can compute the image-text matching score
by: O = S(G(Y), V). With this design, the lan-
guage part of CLIP is aware of connections be-
tween entities from both the visual and language
input when doing the concept matching. Dur-
ing implementation, we calculate cosine similarity
scores for each pair of subimage and word em-
bedding. These scores are then transformed into
weights using a Softmax layer. Subsequently, we
enhance the original image embedding by adding
these reweighted subimage embeddings. The final
step involves computing the overall matching score
by comparing this augmented image embedding
with the global text embedding, thus finalizing our
image-text matching process.
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Our algorithm is summarized in Algorithm 1 in
the Appendix, which requires no training or addi-
tional data. Note that apart from CLIP, it can be
easily adapted to other vision-language pretrained
model with the two-stream encoder structure.

5 Experiments

5.1 Datasets

Winoground (Thrush et al., 2022) Designed to
evaluate vision-language models, this dataset con-
tains 400 instances with two image-text pairs per in-
stance. The challenge is the differing arrangement
of identical words across the pairs. Our evaluation
spanned the entire dataset.

VL-checklist (Zhao et al., 2022) Distinguishing
itself by combining multiple sources, VL-checklist
classifies 410,000 images into three categories. We
analyzed a subset of 2000 images from each cate-
gory to gauge our method’s effectiveness.
Flickr30K (Plummer et al., 2015) Each of the
1000 test images has 5 annotations; one annotation
is selected randomly. CLIP is evaluated across the
dataset; for ComCLIP, the top 10 similar images
from CLIP are taken. We create subimages for the
top 10 similar images and apply ComCLIP to them.
MSCOCO (Lin et al., 2014) Like Flickr30K, for
each of the 1000 test images, one annotation is
selected randomly. The top 10 images from CLIP
undergo ComCLIP processing, and subimages are
created based on parsed elements.

SVO-Probes (Hendricks and Nematzadeh, 2021)
Built to assess language-image models on distinc-
tions within image elements. From its initial 30,000
data points, we utilized 13,000 due to accessibil-
ity issues. We conducted tests using three random
divisions and presented the average accuracy.
Compositional Visual Genome (ComVG) De-
rived from Visual Genome’s (Krishna et al., 2017)
2.3 million relationships, we developed ComVG.
These relationships, encompassing action and spa-
tial aspects, are in subject-predicate-object triplets.
Using these, we created image descriptions and se-
lected 542 distinct relationship images from Visual
Genome. Similar to SVO-Probes, we identified
variants for each image with single discrepancies
in subject, object, or predicate, resulting in 5400
curated test samples with grammatical corrections.
ComVG stands out for its high-quality images and
focus on text-to-image retrieval. For comprehen-
sive dataset statistics, kindly refer Table 1. Our
evaluation covered the entire ComVG.

Table 1: The number of data samples in the dataset that
have one of their subjects, objects, or predicates changed
between positive and negative images and the number of
unique types of subjects, predicates, and objects across
ComVG and SVO-Probes (SVO).

Sub-Neg Pred-Neg Obj-Neg Subjects Predicates Objects

ComVG 2,584 1,536 1,280 30 65 82
SVO 5,679 23,525 7,637 100 421 275
100
82.1083.60
75 75.6076.20
53.4054.60
50 45.3046.90
Method
25 =CLIP
ComCLIP
0
Flickr30k Flickr30k MSCOCO MSCOCO
Recall@1 Recall@5 Recall@1 Recall@5

Figure 4: Comparison of Recall@1 (%) and Recall@5
(%) using CLIP and ComCLIP over the general image-
text retrieval datasets.

More data examples are presented in Appendix.

5.2 Baselines

CLIP (Radford et al., 2021) We use standard
CLIP, where image embeddings are generated by
CLIP’s vision encoder F'; and text embeddings are
generated by CLIP’s text encoder G. The cosine
similarity between them is computed to do match-
ing.

SLIP (Mu et al., 2021) We use the SLIP ViT-L-16.
Similar to CLIP, the cosine similarity between the
image embeddings and text embeddings is com-
puted to do matching.

GLIP (Li et al., 2022b) As GLIP has no global
sentence and image embedding, we perform the
following rule-based matching: 1) The image with
more matched objects is predicted to be matching;
2) For images with the same set of objects, we com-
pute the average confidence score of each object
on both images. Larger score image is predicted.
BLIP2 (Li et al., 2023) We employed the official
pretrained BLIP2. For the cosine similarity be-
tween image and text features, we adopted BLIP2’s
image-text contrastive learning match head as our
BLIP2 baseline. Specifically, BLIP2 computes the
cosine similarity score between each image em-
bedding from each query output and the text em-
bedding of the [CLS] token, selecting the highest
similarity score as the ultimate outcome.
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Table 2: Comparison of accuracy (%) on Winoground
and VL-checklist using SLIP, and CLIP, and BLIP2.
Results marked with & are our methods.

‘Winoground VL-checklist

Method

Table 4: Comparison of accuracy (%) on Compositional
Visual Genome and SVO-Probes using CLIP, OpenCLIP,
and ComCLIP.

Compositional Visual Genome SVO-Probes

Text Image Group Attribute  Object Relation Vision Encoder CLIP OpenCLIP ComCLIP CLIP OpenCLIP ComCLIP
PP N S RN o A o4 ResNet-50 8225 8221 8373 8307  83.06 84.17
op 3125 1125 9 000 6185 T 750 eiis 705 ViT-B-32 82.45 82.41 84.75 84.28 84.27 85.18
_ComCLIP & 34.00 (275 ] 1575 iso 10.50 (1) € 69.90 (205 79.00 (1550 _ 69.30 (25 72. ViT-L-14 86.38 86.38 87.40 85.61 85.60 86.41
BLIP 2925 1200 875 79.00 84.05 73.55
ComBLIP & 2875 050 13.00 100y 10.00 (1125 79.15 o5y 8470 (r0ss  73.95

Table 3: Comparison of accuracy (%) on ComVG,
and average accuracy (%) across the three splits on
SVO-Probes using CLIP, GLIP, and ComCLIP. Results
marked with # are our methods. Ours could also beat
GLIP, showing the superiority of our method compared
with region-based vision-language pretrained models.

ComVG SVO-Probes
Method
Sub  Pred Obj Ave  Sub Pred Obj Ave
GLIP 65.95 57.50 65.75 63.85 6891 65.14 7494 6781
CSLIP 8620 61.33 8584 80.13 79.62 79.92 7843 7957
ComSLIP & 8743 6125 87.11 81.07 79.73 80.83 79.63 8042
“CLIP 88.61 6852 9385 8638 85.53 80.77 90.53 85.60

ComCLIP & 90.04 69.06 9478 87.40 86.70 81.87 90.67 86.41

5.3 Implementation Details

The process begins by processing the original im-
age with the dense caption module of GRiT (Wu
et al.,, 2022), producing dense image captions
based on object. The input text sentence is then
parsed using the large language model (LLM),
gpt-3.5-turbo, extracting entity words and orga-
nizing them into a subject-predicate-object format.
We provide the prompt for parsing sentences for en-
tities: Analyze the objects in this sentence,
the attributes of the objects and how
each object is connected. The prompt to
match objects to text entities: Find labels of
the image that refer to this object from
the sentence. The alignment between dense im-
age captions and entity words is realized using the
same LLLM, mapping entity words to their image
counterparts based on captions.

For creating a predicate subimage, related object
and subject subimages are combined. The origi-
nal sentence and image, along with their respective
parsed words and subimages, are fed into the CLIP
text and vision encoders. Cosine similarity scores
between each image and word embedding are com-
puted and processed through a Softmax (Jang et al.,
2016) layer, yielding three positive weights. The
weighted sum of the subimage embeddings is then
added to the original image’s global embedding to
obtain the final image embedding. The methodol-
ogy remains similar for SLIP (Mu et al., 2021) and
BLIP2 (Li et al., 2023), termed as ComSLIP and

Table 5: Comparison of accuracy (%) on Compostional
Visual Genome and SVO-Probes using different subim-
age configuration.

Compositional Visual Genome SVO-Probes
Subimage Configuraion ResNet-50 ViT-B-32 ViT-L-14 ResNet-50 ViT-B-32 ViT-L-14

ComCLIP 83.73 84.73  87.40 84.17 85.18  86.41
All black subimages 82.75 83.33 86.35 83.09 83.83  84.47
All original images 82.25 82.45 86.38 83.07 84.27 85.60

All subject subimages 82.46 82.55 86.46 83.18 84.10 8524
All object subimages 83.28 83.73 86.48 83.85 84.53 8572
All predicate subimages ~ 82.79 8333 86.37 83.30 8422 8534

ComBLIP respectively. Notably, for BLIP2, we
project the final image embedding to the sentence
embedding dimension for the score computation.
Evaluation Metrics We use Accuracy as the eval-
uation metric on the ComVG, SVO-Probes and VL-
checklist datasets. For Winoground, we use three
accuracy scores: text, image, and group score. The
text score quantifies the proportion of both images
correctly matched to their corresponding texts. The
image score indicates the rate of both texts correctly
matched to their corresponding images. Lastly, the
group score signifies the accuracy of all texts and
images matched correctly. We use Recall (Buck-
land and Gey, 1994) for Flickr30K and MSCOCO
over the general image-text retrieval task.

5.4 Main Results

Compositional Image and Text Matching

Results on Winoground and VL-checklist From
Table 2, ComCLIP and ComSLIP consistently out-
performs CLIP and SLIP respectively across both
datasets, emphasizing their ability to grasp complex
image-text relationships. ComBLIP shows modest
improvements, because BLIP2, pretrained on the
Visual Genome dataset, already performs strongly.
Overall, it shows that our method’s capability to
be generalized to other stronger vision-language
pretrained models.

Results on ComVG and SVO-Probes In this sub-
section, we show the evaluation results on ComVG
and SVO-Probes datasets in Table 3. Our Com-
CLIP can outperform zero-shot CLIP on both
ComVG and SVO-Probes datasets. Separately re-
viewing the results, we see improvements in all neg-
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ative types. This indicates that incorporating the
information of subimages at inference time is help-
ing CLIP attend to the semantic details of images
and make fine-grained alignment. Apart from CLIP,
we also validate the effectiveness of our method
on SLIP (Mu et al., 2021), denoted by ComSLIP,
with the results shown in Table 3. As presented,
ours can beat SLIP on both the ComVG and SVO-
Probes datasets, validating the effectiveness of our
method on other CLIP-like models. In addition, we
realize that our methods have lower performance
improvement on the SVO-Probes dataset compared
to ComVG on both CLIP and SLIP. This is because
SVO-Probes contains sketchy data samples that
we can not fully remove. We discuss some poor
examples from SVO-Probes in the Appendix.
Comparison with GLIP We compare our meth-
ods with GLIP in Table 3. Ours outperforms GLIP
by a large margin on the compositional image-text
matching task, further suggesting the effectiveness
of our method compared with other region-based
vision-language pretrained models.

General Image-Text Retrieval Results on two
image-text retrieval datasets are shown in Figure 4.
CLIP and ComCLIP both perform well in Re-
call@5, particularly in general image-text retrieval
tasks like those in the Flickr30K, where composi-
tionality comprehension is not crucial. ComCLIP
outperforms CLIP in Recall@1 on both Flickr30K
and MSCOCO, due to its focus on entities and their
relations, steering CLIP away from decisions based
on single nouns or spurious associations. Over-
all, these results suggest that our method is also
competitive for general image-text retrieval tasks.

5.5 Ablations and Analysis

Ablation of Different Vision Encoders The results
of using different vision encoders are shown in Ta-
ble 4. ComCLIP demonstrates its effectiveness on
various vision encoders and also yields notable im-
provements over OpenCLIP (Ilharco et al., 2021),
an open source implementation of CLIP.

Ablation of Different Subimage Configurations
Furthermore, in Table 5, we show the efficacy of
our method by comparing it against variations that
employ either all black subimages or only one type
of subimages. The results present that the amalga-
mation of subject, object, and predicate subimages
achieved the highest accuracy across all vision en-
coders on both datasets. This implies that Com-
CLIP utilizes the specialized information conveyed

A woman is
carrying a
skateboard.

T

Acat sits at the &
table.

A woman is
riding a
skateboard.

A cat rests at the
table.

Predicate

Original Subject Object

Figure 5: Examples of the generated subject, object,
and predicate subimages. The first and third rows cor-
respond to positive images and individual outputs of
each IM for different entities. The second and fourth
rows correspond to negative ones. Top two rows: ex-
amples from the ComVG dataset. (Woman, carrying,
skateboard) is used as input (subject, predicate, object)
to each IM. Bottom two rows: examples from the SVO-
Probes dataset. (Cat, sits, table) is used as input to each
IM. Note that for negative images, when IM could not
accept the given (subject, predicate, object) and gener-
ate output subimages, the subimage is replaced with the
original image for entity composition.

by subimages to make accurate decisions.

5.6 Qualitative Comparison

We illustrate the individual outputs of each IM for
different entities in Figure 5. In each row, we show
from left to right: the original image X, subject
image S, object image O, and predicate image P.

6 Conclusion

In this work, we observe that CLIP-like model
could struggle in situations that require object,
subject, and verb/predicate understanding when
performing compositional image and text match-
ing. Based on this observation, we propose a
training-free method for compositional image and
text matching from the causal view, mitigating the
effect of spurious relations and improving com-
positional generalization. We also propose a new
dataset to facilitate future research in this direc-
tion. Our method is plug-and-play and could be
applied to other vision-language pretrained model.
We hope that our simple yet effective training-free
approach could boost the development of more
interpretable and principled methods for the com-
positional image and text matching task.
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This Appendix is organized as follows:

* Section A contains a detailed process of creat-
ing subimages for image-text pairs;

* Section B compares the cost for running Com-
CLIP and CLIP;

» Section C contains a description of a causal
graph for image-text matching;

* Section D contains additional implementation
details of ComCLIP;

¢ Section E contains additional results on varied
SVO-Probes data splits;

e Section F contains case studies from

Flickr30K and MSCOCO;

* Section G contains an error analysis on SVO-
Probes;

* Section H contains experiments of Com-
CLIP’s performance with different language
parsers;

* Section I contains an evaluation of GRiT’s ro-
bustness as our counterfactual subimage gen-
erator;

* Section J contains ablation experiments with
additional counterfactual subimage genera-
tors;

* Section K contains ablation experiments on
all except on one type subimages;

* Section L contains experiments presenting
ComCLIP’s superiority to simple entity-
image matching;

e Section M contains data examples from
MSCOCO;

* Section N contains data examples from
Winoground, ComVG and SVO-Probes;

* Section O contains comparison between Com-
CLIP and finetuned ComCLIP;

* Section P contains experiments of apply-
ing our methods to Instance-level Image-text
Matching Baselines;

* Section Q summarizes the detailed algorithm
of ComCLIP.

A Counterfactual Subimage Generation

Figure 6 presents a visual guide to our subimage
creation process for image-text pairs. For instance,
GRIT analyzes the image, generating detailed cap-
tions for objects such as pizza, , fork, and
knife, along with their spatial references. Next,
LLM extracts relation triplets from sentences, like
cutting into pizza and with a fork.
Utilizing LLM again, we identify all captions that
could pertain to an object. To illustrate, for creat-
ing the pizza subimage, LLM recognizes that the
dense caption a pizza on a table refers to pizza,
so we use the corresponding image section of this
caption. For generating the predicate cutting into
subimage, we merely overlap the subimages of
and pizza, the subject and object of cutting into
respectively.

B Inference Cost

This section offers a comparative analysis of the in-
ference time for processing a single image-text pair
using ComCLIP and the standard CLIP model. The
evaluation, conducted over 10 trials with four V100
GPUgs, incorporated pre-extracted subimages and
entity words to optimize the process. The results in-
dicate that the average inference time for the CLIP
model is 0.2440.01 seconds, while for our Com-
CLIP model, it is marginally higher at 0.25+0.03
seconds using the ViT-B/32 architecture. This mi-
nor increase is particularly noteworthy as it falls
within the same order of magnitude, underscoring
the efficiency of ComCLIP in maintaining compa-
rable processing speeds.

Furthermore, the GPU memory consumption
during inference was also assessed. The CLIP
model utilized 2047+44 MB, and ComCLIP re-
quired slightly more at 2086498 MB. This modest
increment in memory usage is offset by the en-
hanced capabilities of ComCLIP, affirming its prac-
ticality for deployment in similar computational
settings. Thus, ComCLIP stands out as an effi-
cient solution, offering advanced functionalities
with only a nominal increase in resource require-
ments.

C Causal Graph in the Context of
Image-text Matching

We show the causal graph in the context of our
image-text matching task in Figure 7. X are high-
dimensional observations (i.e., images), and Y are
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GRiT
Dense Caption

|

LLM
Relation Parsing

A cutting into a

pizza with a fork and knife. —

Figure 7: The causal graphs in the context of composi-
tional image-text matching.

corresponding text prompts. X can be described by
lower-dimensional, semantically meaningful fac-
tors of variation Z (e.g., objects, subjects, or action
relations between objects and subjects (i.e., predi-
cates in the image)).

D Implementation Details

We introduce the implementation details of Com-
CLIP in this section. Our pipeline is training-free,
so there are no parameters involved in ComCLIP.
In the main paper, we use the CLIP model with a
ViT-B-32 vision encoder for the results in Table 2,
and a ViT-L-14 vision encoder for the results in
Table 3. The masks for subjects/objects/predicates
are generated using GRiT (Wu et al., 2022) with
the dense caption version, which is pre-trained for
200 epochs.

E Experimental Results on SVO-Probes
over Different Splits

In this section, we show additional results using
three different data splits on SVO-Probes. We use
random seeds 42, 11, 2 to re-split the dataset, with
the results of CLIP vs. ComCLIP shown in Table 6
and the results of other CLIP-based models shown

cutting into pizza
with fork

with knife

;

LLM matching #

]

Figure 6: Design of the counterfactual subimage generation process. LLM matches the dense captions generated by
GRiT from image to parsed subjects, objects, predicates from text.

in Table 7.

F Case Study: Generalized Scenario with
Multiple SVO

In this section, we present the case study where
the text contains multiple SVOs on Flickr30K and
MSCOCO.

F.1 Cases Study on Flickr30K

In Figure 9, we first show the case where single
SVO are involved.

In Figure 2 and Figure 10, we show the case
where multiple SVOs are involved. Specifically,
in this provided case, multiple objects (Food cart,
City street) and subjects (

) are involved. Figure 2 is a positive exam-
ple, and Figure 10 is a negative example. As
can be seen, ComCLIP can utilize multiple sub-
jects/objects/predicates in the input texts to do the
matching. The food cart object dominates the deci-
sion process and helps ComCLIP make the correct
match.

F.2 Case Study on MSCOCO

In Figure 11 and 12, we provide a breakdown of
how ComCLIP makes the correct decision when
multiple SVOs are involved on MSCOCO. Both
the negative image from Figure 11 and the positive
image from Figure 12 are closely aligned with the
text, featuring prominent visual entities such as a
person and a pizza. ComCLIP integrates various
subjects, objects, and predicates, effectively distin-
guishing the correct image match from a pair of
visually analogous images.
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Table 6: Comparison of ComCLIP with CLIP under three different splits on the SVO-Probes dataset.

Seed 42 Seed 11 Seed 2
Vision Encoder CLIP ComCLIP CLIP ComCLIP CLIP ComCLIP
ResNet-50 82.77 83.87 82.06 83.10 82.87 83.97
ViT-B-32 84.13 85.47 84.47 84.83 84.17 84.67
ViT-L-14 85.53 86.63 84.76 86.10 85.27 86.33

Table 7: Effectiveness of our method using SLIP under three different splits on the SVO-Probes dataset.

Seed 42

Seed 11 Seed 2

Vision Encoder

SLIP ComSLIP SLIP ComSLIP SLIP ComSLIP

SLIP (ViT-B-32) 77.70 77.90 79.10 79.75 81.00 80.15

SLIP (ViT-L-14) 78.90 79.70 79.70 80.15 80.10 81.30
100 from the LLM approach shown in the main pa-
83.07 83.07 84.17 84.15 per, we remove stop words from the sentence us-
75 ing NLTK (Loper and Bird, 2002) and then use
a Subject Verb Object extractor developed based
50 Method on (Honnibal and Montani, 2017) to extract the
’s Provided SVO subject, pre'dlcate, and object from the orlg.11.1a1
Parsed SVO sentence. Figure 8 shows that our parsed entities
5 have almost the same performance as that using the

cLIP ComCLIP ground truth subjects, predicates, and objects.

Figure 8: Comparison of accuracy (%) on SVO-Probes
using parsed and ground-truth SVO triplets.

G Error Analysis

As shown in the main paper, we get higher im-
provements using ComCLIP on Compositional Vi-
sual Genome compared with SVO-Probes. This
is mainly because our collected Compositional Vi-
sual Genome is cleaner and the SVO-Probes dataset
tends to be noisy. Herein, we give a case study cov-
ering three major error-inducing issues found in
SVO-Probes, as depicted in Figure 13: instances
where the negative image aligns with the input sen-
tence, object mismatches, and the presence of wa-
termarks in images.

H Extracted Entities

Use Language Parser to Extract SVO The per-
formance of ComCLIP is also dependent on the
quality of the subject, object, and predicate entity
provided. To study the effect of extracted enti-
ties, we analyze our methods on SVO-Probes since
it has more complex sentence structures. Apart

I Robustness of Counterfactual Subimage
Generator

To show the robustness of using GRiT (Wu et al.,
2022) to generate counterfactual subimages, we
quote the results and conclusions from (Wu et al.,
2022). According to (Wu et al., 2022), GRiT is
comparable to the closed-set object detector with
a 0.8 AP gap. This result demonstrates GRiT’s
open-set framework can serve as a new promising
formulation for object detection. GRiT also per-
forms comparably with the state-of-the-art closed-
set object detectors. This once again demonstrates
GRIT can serve as the subimage generator in our
pipeline.

J Additional Ablations on Counterfactual
Subimage Generation

In this section, we show that ComCLIP is ro-
bust to the choice of counterfactual subimage gen-
erator. We use segmentation models, Lang-Seg
and CLIPSeg (Liiddecke and Ecker, 2022) with
the clipseg-rd64-refined version, to create seg-
mentation masks and generate subimages. Specifi-
cally, given the input (subject, object, predicate)
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Table 8: Compositional Visual Genome subset accuracy (%) with masks generated by Lang-Seg and CLIPSeg.

ResNet-50 ViT-B-32  ViT-L-14

CLIP 79.38 79,94 83.70
ComCLIP (Lang-Seg mask) 82.41 83.15 86.05
ComCLIP (Lang-Seg mask with blur) 83.27 83.09 85.31
ComCLIP (CLIPSeg mask) 83.27 82.22 85.18
ComCLIP (CLIPSeg mask with blur) 82.78 82.90 85.31
Vision
Encoder
F
1 A
Matching Predicate: climbs up |
Score: Score: 5.39 climbs up a
30.13 mountain.
Awoman in a Text
striped shirt Encoder Obiect mountain Matching
climbs up a G — - Score:
mountain. Score: 475 31.16

Figure 9: The comparison of CLIP (left) and ComCLIP (right) over the case where single subjects/objects/predicates
are involved. Image and text examples are from Flickr30K.

triplet, we model the object mechanism fopject

using a binary mask generated by Lang-Seg and
CLIPSeg, which are both CLIP-based language-
guided segmentation models. Given the segmenta-
tion results, the object part will be set to 1 while the
remainder of the image is 0. In a manner similar
to the object mechanism, the subject mechanism
fsubject 1s achieved by setting the background to 0
while the subject region is set to 1. The predicate
mechanism fpregicate 1S implemented by combining
the binary mask generated by fopject and foubject
together: the object and subject regions will be 1
while the remaining regions will be 0.

We test the masks on a randomly selected 30%
subset of Compositional Visual Genome. The re-
sults in Table 8 indicate that ComCLIP contin-
ues to outperform CLIP across all vision encoders
when the masks are generated by CLIPSeg. To fur-
ther test its robustness, we add noise by applying
Gaussian image blur to the backgrounds of gener-
ated subimages rather than using pure black back-

grounds. Despite the blurring, ComCLIP using
either Lang-Seg or CLIPSeg masks still performs
better than CLIP and achieves similar performance
to ComCLIP without blur as shown in Table 8.
Thus, ComCLIP is shown to be resilient to the pre-
cision of generated subimages.

K Additional Ablations on All Except
One Type Subimages

We test 3 combinations of subimages on a balanced
randomly sampled 3000 subset of ComVG, pre-
sented in Table 9. As can be observed, ComCLIP
outperforms all 3 scenarios in which all but one
subimage are utilized, confirming that ComCLIP
effectively leverages the composite information for
reasoning.
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Vision
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Matching
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24.05
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————

Score: 4.79

walking past a
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city street

=i s Predicate: ( )
on JL
— |

Score: 4.82

N Object: food cart

GRiT + LLM

Score: 3.69

Matching
Score:
23.98

Object: city street
Score: 4.75

Figure 10: The comparison of CLIP (left) and ComCLIP (right) over the case where multiple sub-
jects/objects/predicates are involved (this is a negative example from Flickr30K).

Table 9: Results of different subimg configurations (ComVG)

Vision Encoder All Sub & Obj All Sub & Pred All Obj & Pred ComCLIP &
ResNet-50 81.03 (-0.04) 80.47 (-0.60) 79.73 (-1.34) 81.07
ViT-B-32 80.70 (-0.10) 79.33 (-1.47) 80.60 (-0.20) 80.80
ViT-L-14 84.37 (-0.06) 83.33 (-1.10) 83.73 (-0.70) 84.43

L Additional Ablations on Comparisons
with Fine-grained Similarity Matching
Methods

In our additional analysis, detailed in Table 10, we
explore the impact of matching individual parsed
entity words with images, as opposed to full sen-
tences, employing the CLIP architecture as our
foundation. The results demonstrate that ComCLIP
markedly surpasses the performance of three base-
line models on four entity scenarios, which are
based solely on the similarity between a single en-
tity word and an image. This highlights the superior
efficacy of ComCLIP.

M Data Examples from MSCOCO

In this section, we provide an example from the
MSCOCO dataset that we constructed, as shown
in Figure 14. The MSCOCO dataset typically in-
corporates adjectives to enhance query sentences,
which CLIP tends to overlook. For instance, in the
provided example, the helps Com-
CLIP successfully identify the accurate image as
the best match, while CLIP does not rank it among

the top 5 matches.

N Data Examples from Winoground,
ComVG and SVO-Probes

In this section, we show examples from
Winoground in Figure 15. Winoground presents a
challenging task, requiring precise match of two
image-text pairs to successfully earn a group score.
We also show the ComVG dataset constructed by
us and the SVO-Probes in Figure 16. As can be
seen, they are formatted similarly: Negative Types
— Sentence — SVO Triplet — Positive Image —
Negative Image. Visual Genome is licensed under
a Creative Commons Attribution 4.0 International
License. Compositional Visual Genome dataset is
compatible with the original access conditions of
Visual Genome.

O Compared with Finetuned ComCLIP

In addition to the original ComCLIP model, we
explored the effects of finetuning ComCLIP us-
ing the MSCOCO dataset, subsequently evaluating
its performance on the ComVG dataset and SVO-
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Vision
Encoder
F
Matching
Score:
28.52
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cutting into a

Encoder
fork and knife. G
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Figure 11:

Predicate: cutting into
—

Score: 5.07

Object: pizza
Score: 5.36

A cutting
— into a pizza with
a fork and knife.
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Matching
Score:
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Predicate: with
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Score: 4.58
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Score: 3.97
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Score: 4.29
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The comparison of CLIP (left) and ComCLIP (right) over the case where multiple sub-

jects/objects/predicates are involved (this is a negative example from MSCOCO).

Table 10: Fine-grained similarity w/ parsed words (ComVG)

Vision Encoder

Subject Entity  Predicate Entity

Object Entity ~ All Entity ComCLIP &

ResNet-50 61.37 (-22.36) 52.98 (-30.75)
Vit-B-32 60.57 (-24.18) 53.35 (-31.40)
Vit-L-14 62.17 (-25.23) 54.98 (-32.42)

68.76 (-1497)  81.17 (-2.56) 83.73
69.91 (a484)  81.44 (-331) 84.75
70.52 (-16.88)  84.85 (-2.55) 87.40

Probes dataset. This process involved a approach to
training example construction: for each query text,
we utilized the CLIP model to identify the most
challenging negative image from the MSCOCO
training set, based on the highest similarity score.
This method aimed to enhance the model’s ability
to discern subtle distinctions between closely re-
lated visual-textual pairs. The resulted finetuned
CLIP is still evaluated in a zero-shot fashion on
the target evaluation dataset, i.e., how well does
finetuned ComCLIP trained on MSCOCO transfer
to target datasets. The results, as outlined in Ta-
ble 11, demonstrate notable improvements in the
finetuned ComCLIP’s performance compared to
both the standard CLIP and the unfinetuned Com-
CLIP models.

The finetuned ComCLIP model exhibited signifi-
cant gains across all categories on both the ComVG
and SVO-Probes datasets. Particularly, the average
accuracy on the ComVG dataset increased from
84.63% for ComCLIP to 86.98% for the finetuned
version, underscoring the effectiveness of finetun-
ing in enhancing model performance. Similarly,
on the SVO-Probes, there was an increase from

86.41% to 87.99%. These improvements are most
prominent in the ‘Object’ category of the ComVG
dataset, where the finetuned ComCLIP achieved a
97.83% accuracy, indicating a substantial enhance-
ment over the original model’s performance.

These results suggest that finetuning on a
dataset with diverse visual and textual represen-
tations, such as MSCOCO, significantly improves
the model’s capability to generalize and transfer
learned features to different, yet related, datasets.
The enhancements in accuracy, particularly in the
‘Object’ recognition category, could be attributed
to the comprehensive and varied nature of objects
represented in the MSCOCO dataset, which may
have provided a more robust learning experience
for the model.

This analysis indicates that while the original
ComCLIP model is effective and can improve over
the CLIP pipeline in zero-shot learning tasks, its
performance can be further enhanced through fine-
tuning on a suitably diverse dataset. This enhance-
ment is critical for tasks requiring nuanced under-
standing of visual and textual data. Future work
could explore the impact of finetuning on other
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The comparison of CLIP (left) and ComCLIP (right) over the case where multiple sub-

jects/objects/predicates are involved (this is a positive example from MSCOCO).

Sentence: A man strolls down the street.
SVO triplet: woman, sit, chair

Sentence: A man carrying ducks on his bike.
SVO triplet: man, carry, bike

Sentence: Cars passing on the high way.
SVO triplet: car, pass, highway

Figure 13: Selected bad quality examples from the SVO-Probes dataset.

Table 11: Comparison of accuracy (%) on ComVG, and
SVO-Probes using ComCLIP and finetuned ComCLIP.

ComVG SVO-Probes
Method
Sub  Pred  Obj Ave Sub  Pred  Obj Ave
CLIP 88.61 6852 9385 83.66 8553 80.77 90.53 85.61
ComCLIP 90.04 69.06 94.78 84.63 86.70 81.87 90.67 86.41
Finetuned ComCLIP  92.14 69.74 97.83 86.98 87.44 81.90 92.48 87.99

datasets or using different finetuning strategies to
further understand the adaptability of the ComCLIP
model.

P Instance-level Image-text Matching
Baselines

We further evaluate ComCLIP’s applicability to
instance-level image-text matching models by in-
tegrating it with SGRAF (Diao et al., 2021) on
the ComVG dataset. This implementation involves
processing the input texts with the same parsing
technique used in ComCLIP, coupled with the uti-
lization of grounded image regions for computing
the matching score, followed by a reweighting step.
The integration of ComCLIP results in a notable
performance enhancement: the matching accuracy

increases from 76.79% without ComCLIP to 78.9%
with ComCLIP.

Q Detailed Algorithm

The detailed ComCLIP algorithm is summarized
in Algorithm 1.
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An orange road sign sitting next to a black truck.

CLIP: 26.85 CLIP: 26.66 CLIP: 26.62 CLIP: 26.34 CLIP: 26.08
ComCLIP: 22.32 ComCLIP: 21.35 ComCLIP: 22.95 ComCLIP: 21.56 ComCLIP: 21.06

CLIP: 25.85 CLIP: 24.88 CLIP: 23.87 CLIP: 23.84 CLIP: 23.13
ComCLIP: 26.66 ComCLIP: 21.54 ComCLIP: 21.37 ComCLIP: 22.98 ComCLIP: 22.24

Figure 14: Example from MSCOCO dataset.

1

- s
The person is eating the The person that is on the table The taller person's arm is around  The shorter person's arm is There is more dirt than empty  There is more empty space than
food that is on the table. is eating the food. the shorter person's shoulder. around the taller person's shoulder. space in the jar. dirt in the jar.

Figure 15: Examples from Winoground dataset.

Sentence: A fox sits on the grass. Sentence: Aman is eating the food.
SVO triplet: fox, sit, grass SVO triplet: man, eat, food

;) .
;e

Negative subject

Sentence: Person kicking a ball. Sentence: Aman is chasing a dog.
SVO triplet: person, kick, ball SVO triplet: man, chase, dog

Negative predicate

Sentence: The woman sits in a chair. Sentence: A man is catching a football.
SVO triplet: woman, sit, chair

Negative object

Figure 16: Examples from the SVO-Probes dataset (left two) and Compositional Visual Genome dataset (right two).
There are three negative types for a given triplet: a subject-negative, predicate-negative, or object-negative where
respectively, the subject, predicate, or object in the triplet is replaced by a different word. Within each image pair,
the positive image on the left represents the positive triplet, while the negative image on the right corresponds to the
negative triplet.
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Algorithm 1 Training-Free Compositional Image
and Text Matching with ComCLIP.
Require:
Input: image X, text prompt Y, vision en-
coder F'(-), text encoder G(-), independent
mechanisms fobject ()7 fsubject(')a fpredicate(')-
Output: Matching score O.
1: Generate counterfactual subimages
O,S,P —
fobject (X)a fsubject(X)a fpredicate (X),
2: Extract feature embeddings
F(0O),F(S),F(B) «+ O,S,P;
3: Extract (subject, object, predicate) words

Y, Yo,Yp < 1,
4: Compute the concept-level
similarity 51,592,573 —

G(Y,), G(Y,), G(Y,), F(0), F(S), F(P):
{Eq. 3)}

5: Extract sentence embeddings
GY)<«Y;

6: Compose visual features V' < Sp, .59, 53,
fobject ()7 fsubject(')v fpredicate(')a F()7 X; {Eq.
@}

7: Compute the matching score O < Y,V
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