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Abstract

Large language models (LLMs) have achieved
remarkable breakthroughs in new dialogue
capabilities by leveraging instruction tuning,
which refreshes human impressions of dialogue
systems. The long-standing goal of dialogue
systems is to be human-like enough to establish
long-term connections with users. Therefore,
there has been an urgent need to evaluate LLMs
as human-like dialogue systems. In this paper,
we propose DialogBench, a dialogue evaluation
benchmark that contains 12 dialogue tasks to
probe the capabilities of LLMs as human-like
dialogue systems should have. Specifically, we
prompt GPT-4 to generate evaluation instances
for each task. We first design the basic prompt
based on widely used design principles and
further mitigate the existing biases to generate
higher-quality evaluation instances. Our exten-
sive tests on English and Chinese DialogBench
of 26 LLMs show that instruction tuning im-
proves the human likeness of LLMs to a certain
extent, but most LLMs still have much room for
improvement as human-like dialogue systems.
Interestingly, results also show that the posi-
tioning of assistant AI can make instruction
tuning weaken the human emotional percep-
tion of LLMs and their mastery of information
about human daily life 1.

1 Introduction

Large language models (LLMs) (Bai et al., 2022;
Du et al., 2022; Sun et al., 2023; OpenAI, 2023)
have achieved remarkable breakthroughs by lever-
aging instruction tuning (Wei et al., 2021), espe-
cially unlocking new dialogue capabilities. Such
new dialogue capabilities empower humans to nat-
urally interact with LLMs, which has refreshed
human’s impression of dialogue systems. The
long-standing goal of dialogue systems requires
LLMs to be sufficiently human-like to establish
long-term connections with users by satisfying the

1https://github.com/kwai/DialogBench

need for communication, affection and social be-
longing. Specifically, human-likeness generally
covers the following fine-grained capabilities: cor-
rectly understanding the dialogue context, making
reasonable use of relevant knowledge, detecting
the user’s emotions and personality when neces-
sary, and finally generating friendly and reasonable
responses that are coherent and consistent with the
dialogue context (Huang et al., 2020). However, the
heightened human likeness could not correspond
to improved scores on existing LLM benchmarks.

Existing LLM benchmarks are mostly oriented
to evaluate the LLMs’ abilities for task completion
as assistant AI, such as human-knowledge mas-
tery (Zhao et al., 2023a; Zeng, 2023; Huang et al.,
2023; Cobbe et al., 2021) or instruction follow-
ing (Mishra et al., 2022; Zheng et al., 2023). How-
ever, these benchmarks do not focus on whether
LLMs as dialogue systems are sufficiently human-
like to establish long-term connections with users.
Therefore, an in-depth evaluation benchmark of
those abilities related to human likeness is essen-
tial for identifying the strengths and limitations of
LLMs as multi-turn dialogue systems.

The most ideal approach is to collect correspond-
ing high-quality dialogues from real humans. How-
ever, most real-human dialogues, whether from
social networks or open datasets, are likely to have
been leaked during the pre-training of LLMs. To
prevent the issue of “data leakage”, the evaluation
benchmark must contain new evaluation instances
and be updated frequently. Due to the difficulty
of human writing, it is necessary to construct new
human-human dialogues as evaluation instances
automatically. Inspired by Møller et al. (2023)
and Whitehouse et al. (2023), we explore the use
of GPT-4 as a surrogate for humans to generate
massive evaluation instances.

In this paper, we propose a novel Dialogue Eval-
uation Benchmark with GPT-4 as Data Generator,
DialogBench for short. Since dialogues generated
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without restrictions may not involve commonsense
use or emotional expression, we generate corre-
sponding evaluation instances for different fine-
grained capabilities. To evaluate comprehensive
abilities, we select 12 dialogue tasks. Each task
requires LLMs to possess at least one ability to
perform it well. For each task, we prompt GPT-4
to generate evaluation instances. Specifically, we
first design the basic prompt based on widely-used
design principles and further mitigate the existing
biases to generate most of the available evalua-
tion instances. Afterward, we filter out detrimental
evaluation instances via a filter mechanism. Conse-
quently, we construct English and Chinese dialogue
evaluation benchmarks towards human likeness.

We conduct a comprehensive evaluation of 26
LLMs using DialogBench, including pre-trained
and supervised instruction-tuning models. Exper-
imental results reveal that instruction tuning can
improve the human likeness of LLMs. For super-
vised instruction-tuning models, top-tier models
can handle a wide array of dialogue tasks, indicat-
ing the potential for developing LLMs into human-
like dialogue systems. However, we observe signifi-
cant performance gaps between top-tier models and
other LLMs, which suggests that their performance
lags considerably. In addition, LLMs generally
perform better at correctly understanding context
but are relatively poor at perceiving emotions and
personality. Current LLMs also do not understand
much about daily human life. This underscores the
necessity for more efforts to enhance the abilities
related to the human likeness of most LLMs.

Our contributions are summarized as follows: (1)
We present DialogBench, a comprehensive bench-
mark to standardize the evaluation of LLMs as
human-like dialogue systems. (2) We perform a
thorough evaluation of 26 different LLMs using Di-
alogBench, uncovering a significant performance
evaluation under diverse dialogue tasks. It illu-
minates the top-tier LLM in human likeness and
highlights dimensions for improvement.

2 Related Work

Evaluation of LLMs. To better understand
LLM’s strengths and limitations, many bench-
marks are proposed to evaluate broad capabili-
ties. These benchmarks mainly evaluate the LLMs’
ability to complete tasks as an assistant AI and
can be divided into the following categories (Zhao
et al., 2023a). Comprehensive-evaluation bench-

marks (Liang et al., 2022; Srivastava et al., 2023;
Li et al., 2023a; Choi et al., 2023) are applied
to holistically evaluate LLMs on multiple NLP
tasks. Human-centric benchmarks (Zeng, 2023;
Zhong et al., 2023; Huang et al., 2023; Xu et al.,
2023b; Clark et al.) primarily focus on evaluation
in human-centric scenarios by collecting qualifi-
cation exams. In addition, special-ability bench-
marks (Ahn et al., 2022; Liu et al., 2023; Li et al.,
2023b; Babe et al., 2023; Chalamalasetti et al.,
2023) place more emphasis on advanced abilities.
Despite the emergence of various benchmarks, no
benchmark comprehensively evaluates LLMs as
human-like dialogue systems.

Dialogue Benchmarks. There are several bench-
marks for evaluating dialogue capabilities (Reddy
et al., 2019; Mehri et al., 2020; Gupta et al., 2022).
These benchmarks can be used to evaluate lan-
guage models that have been fine-tuned on the cor-
responding training sets but cannot directly evalu-
ate instruction-following LLMs. In addition, these
previous benchmarks may have been leaked dur-
ing the pre-training of LLMs. In contrast, Dialog-
Bench contains new evaluation instances with natu-
ral language, which can be directly used to evaluate
instruction-following LLMs and avoid data leak-
age. Zheng et al. (2023) evaluates LLMs’ multi-
turn instruction-following abilities, which focuses
on assessing its alignment with human preference,
rather than LLMs as human-like dialogue systems.
Recent researchers (Zhao et al., 2023b; Wang et al.,
2023b; Rao et al., 2023; Ji et al., 2023; Wang et al.,
2023a) also focus on human-like characters of GPT-
4 or ChatGPT. However, our work holistically eval-
uates capabilities related to human likeness.

LLMs for Data Generation. Many recent re-
searches (Whitehouse et al., 2023; Yu et al., 2023;
Tang et al., 2023; Xu et al., 2023a; Whitehouse
et al., 2023) also leverage GPT-4 for data genera-
tion, mainly using several training instances as few-
shot examples to prompt the generation of more
training instances. In contrast, our work leverages
GPT-4 to generate new evaluation instances for con-
structing benchmarks without few-shot examples.

3 DialogBench

In this section, our goal is to generate evaluation
instances using GPT-4. To this end, in section 3.1,
we describe the selection of dialogue tasks. In
section 3.2, we describe how to determine the ques-
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tion type of evaluation instances, like generation
questions or multi-choice questions, to effectively
reflect the quality of LLMs as human-like dialogue
systems. In section 3.3, we design the basic prompt
as the input of GPT-4. In section 3.4, we describe
the biases of the basic prompt and the correspond-
ing solutions, along with introducing a filter mech-
anism to pick out high-quality data. The overall
architecture of DialogBench construction is shown
in Figure 1.

3.1 Task Selection

To confirm what capabilities LLMs need to have to
be like a human, we refer to the main dimensions
that are concerned when evaluating human likeness
of open-domain dialogue systems, including co-
herence, consistency, diversity, and fluency (Mehri
and Eskenazi, 2020). Considering that LLMs have
made great progress in diversity and fluency, along
with having more requirements in correctness and
safety (Yuan et al., 2023; Cheng et al., 2023), we
refine the evaluation dimensions, including coher-
ence, consistency, correctness, and safety. Con-
sequently, we apply each evaluation dimension as
a guide and select tasks that focus on the corre-
sponding evaluation dimension. Accordingly, those

abilities can be reflected by the quality of task com-
pletion. Specifically, we elaborately tease out 12
dialogue tasks. The detailed selection process and
task definitions are presented in Appendix A. The
overall selection results are shown in Figure 2.

3.2 Question Setting
The selected tasks not only include understand-
ing tasks but also generation tasks, and their cor-
responding evaluation metrics are different. To
unify evaluation, we follow most existing bench-
marks (Li et al., 2023a; Hendrycks et al., 2021;
Huang et al., 2023) to adopt multi-choice questions
and use accuracy as the evaluation metric. Conse-
quently, an evaluation instance requires LLMs to
select the correct answer from candidate options
based on the given multi-turn dialogue context for
the given test question relevant to the specific task.
The question templates are shown in Figure 4.

3.3 Prompt Formatting
A well-designed prompt helps generate high-
quality evaluation instances. We create prompts
according to the prompt design proposed by Zhao
et al. (2023a), which summarizes four key ingredi-
ents of prompts and several basic design principles.
Specifically, we take slot filling as an example to
describe the prompt creation. We first clarify the
core content based on these key ingredients and
then integrate them into an effective prompt based
on the design principles. The detailed creation is
described in Appendix B. The final prompt is the
exact string that concatenates each content of the
four ingredients, shown in Figure 3.

3.4 Quality Control
We observe several biases and low-quality in-
stances in generated evaluation instances. Next,
we present the corresponding solutions for mitigat-
ing biases and filter mechanisms. The optimized
prompts for all tasks are shown in Table 9-20.
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Basic Prompt
Goal Description

[Background Introduction]We are currently testing the annotation capabilities of data annotators for slot filling in multi-turn dialogues.
[Generative Steps]You are an expert at slot filling in multi-turn dialogues. Now act as the test creator. Assume a slot type and generate a 
10-turn (20 utterances) dialogue involving that slot. Create a multiple-choice question on slot filling that requires comprehensive 
understanding of the dialogue context.

Input Data

[Multi-turn dialogues]Multi-turn dialogues are chat records between speakers engaging in continuous interactions using natural language. 
[Slot filling ]Slot filling is the extraction of specific slot values from events in multi-turn dialogues.

Contextual Information

[STYLE_PROMPT] 

 

[DOMAIN_PROMPT

[Output Format]The format of the question is:  {"id": "xx", "task": "Slot Filling", "slot": "xx", "domain": "%s", "speaker1 personality": 
"xx", "speaker2 personality": "xx", "dialogue": [{"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"}, {"speaker1": 
"xx", "speaker2": "xx"}, ..., {"speaker1": "xx", "speaker2": "xx"}], "test_question": "xx", "option": "xx", "analysis": "xx", "label": "xx"}. 
Note that the generated question should be in JSON format. Now, please set the question.

] 
[Difficult Setting]The candidate options should be derived from the dialogue, making the incorrect options more confusing. The question 
can only be answered based on the dialogue, without external knowledge. All candidate options need be similar in length and content. 
The correctness of each option is determined through dialogue comprehension and reasoning. 

Prompt Style

Bias Mitigation 

The dialogue should be 
relevant to [DOMAIN].

Before setting question, 
you need to randomly set 
the personalities of both 
speakers, and you have a 
certain probability of 
setting the personalities 
of the speakers to be 
unfriendly in order to 
generate the unfriendly, 
quarreling, offensive,  
negative, specifying, 
ironic and weird content. 
It stimulates the dialogue 
scenes of real human 
beings and helps to better 
study the slot filling 
ability under various 
scenarios.

Domain Bias Mitigation

Style Bias Mitigation

Figure 3: The basic prompt on the left and the external description for mitigating bias on the right. We take slot filling
as an example. DOMAIN is the placeholder of the given domain. [DOMAIN_PROMPT] and [STYLE_PROMPT]
are the positions of the corresponding description to add.

[External Information]

[Dialogue]

[Option]

Speaker1:  [U1]                       Speaker2:  [U2]
Speaker1:  [U3]                       Speaker2:  [U4]
…

Template for Multi-choice Question 

[Label] B

A.xx     B.xx    C.xx    D.xx

A multi-turn dialogue generated by Speaker1 and Speaker2

A multi-choice question for a certain task
[Test Question]

Information used to answer the question, such as knowledge or 
personality

Figure 4: The template for multi-choice questions in
DialogBench.The red text is the explanation.

(a) (b)

Speaker1 Unfriendly
Speaker1 Neutral
Speaker1 Friendly

Speaker2 Unfriendly
Speaker2 Neutral
Speaker2 Friendly

Figure 5: (a) The proportion of each dialogue style on
both speakers in all generated dialogues via the basic
prompt; (b) the proportion via the optimized prompt.
The inner ring is the proportion of speaker1’s style,
while the outer ring is the proportion of the correspond-
ing speaker2’s style given speaker1’s style.

Bias Mitigation. For domain bias, we first count
the number of each domain covered by all evalua-
tion instances. Specifically, we employ GPT-4 to
detect the domain that the given dialogue context is

about. Their statistics are shown in Figure 6, which
show that GPT-4 tends to generate several common
domains, leading to a long-tail distribution. This
may cause two issues: (1) The imbalanced numbers
in each domain will cause the overall results to be
biased; (2) The results in domains with insufficient
data are not accurate enough. Thus, it is necessary
to balance the amount of instances in each domain
and ensure that each domain has enough instances.
By observing the domains involved in human dia-
logues, we manually designate 20 domains, mainly
involved in two major categories: daily life and pro-
fessional knowledge. Specifically, we externally
introduce the domain into the “input data” of the
basic prompt, shown in the right of Figure 3. The
domain information is shown in Appendix C.

For style bias, we observe that the generated di-
alogues have almost no unfriendly dialogue style.
We roughly divide dialogue styles into friendly,
neutral, and unfriendly, and further calculate the
proportion of each style on both speakers of all dia-
logues. The results are shown in Figure 5(a), which
shows that GPT-4 hardly generates unfriendly di-
alogues via the basic prompt. However, there are
quite a few unfriendly dialogues in the real human
world. Unfriendly communication would greatly
increase the difficulty of interaction, and evaluat-
ing LLMs in unfriendly scenarios can reflect the
true level of LLMs as human-like dialogue systems.
Therefore, we induce GPT-4 to generate a certain
proportion of unfriendly dialogues by optimizing
the basic prompt. Since the dialogue style is related
to the personalities of both speakers, we require
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Figure 7: The accuracy of LLMs when placing the correct answers of all evaluation instances in specific positions.

GPT-4 to randomly set their personalities before
generating the dialogue. Inspired from Møller et al.
(2023), we introduce the external information into
the basic prompt, displayed in the right of Figure 3.
Similarly, We calculate the proportion after miti-
gating style bias. The result in Table 5(b) indicates
that GPT-4 with the optimized prompt can generate
a certain percentage of unfriendly dialogues.

For position bias of correct answers, GPT-4 does
not guarantee that the correct answers in all gen-
erated evaluation questions are evenly distributed
among the candidate options. Furthermore, we ob-
serve that several LLMs have their selection prefer-
ences, shown in Figure 7. Specifically, we calculate
the accuracy of these LLMs when placing the cor-
rect answers in different positions on the whole
evaluation set. Therefore, the accuracy of LLMs
may be inaccurate when we apply the evaluation
instances that GPT-4 generates without correction.
To mitigate position bias, we assign the position of
the correct answer among candidate options ran-
domly (Zheng et al., 2023). It can be effective at a
large scale with the correct expectations.

Data Filter. The generated evaluation set in-
evitably contains low-quality instances. Inspired
by Zhou et al. (2022), we propose to adopt GPT-4 to
filter out low-quality instances. We prompt GPT-4
to check whether the multiple-choice questions are
correct. The prompt is displayed in Table 21. We
further retain only those evaluation instances that

Task Abbr. #Turn #Num

Knowledge-grounded Response Generation KRG 7.41 784
Intent Classification IC 7.72 931
Slot Filling SF 7.49 879
Emotion Detection ED 7.09 823
Personality-grounded Response Generation PRG 7.16 832
Multi-turn Response Generation MRG 7.66 800
Dialogue Summarization DS 9.11 738
Commonsense-aware Response Generation CRG 7.14 709
Dialogue Infilling DI 7.68 776
Offensive Detection OD 8.25 802
Dialogue Natural Language Inference NLI 6.39 882
Relation Classification RC 8.56 855

Table 1: Statistics of 12 dialogue tasks. “Abbr.” denotes
the abbreviation. “#Turn” denotes the average dialogue
turns. “#Num” denotes the number of instances.

GPT-4 considers correct. It is mainly based on two
assumptions: (1) GPT-4 can serve as a surrogate for
humans (Zheng et al., 2023); (2) a correct instance
generated by GPT-4 should be answered correctly
by itself. Through statistics, the average filtering
ratio on the whole evaluation set is 10.08%.

4 Experimental Setup

Dataset Statistics. We report the statistics of Di-
alogBench in Table 1. For simplicity, in the follow-
ing part, we use the abbreviation of each task.

LLMs to Evaluate. As a systematic attempt
to benchmark existing LLMs (Table 6 in Ap-
pendix D.1) on DialogBench, we include in total
26 models for evaluation, which could be classi-
fied into two categories: (1) Pre-trained LLMs:
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Type Model Correctness Coherence Consistency Safety

SF IC KRG CRG DI MRG PRG RC ED NLI DS OD Overall

Human 98.00 96.00 92.00 92.00 90.00 96.00 90.00 96.00 92.00 86.00 96.00 86.00 92.50

Pre-trained

LLaMA2-70B 84.94 65.88 66.25 62.48 44.58 51.17 30.43 58.62 57.47 67.94 77.24 46.02 59.42
LLaMA-65B 84.83 63.65 62.40 54.90 43.19 46.17 21.45 47.36 59.20 41.63 70.76 47.50 53.59
Baichuan2-13B 79.31 58.95 59.50 53.73 43.34 48.50 24.93 44.60 70.00 48.09 66.90 28.18 52.17
Qwen-7B 69.93 59.17 63.64 56.08 42.41 51.61 20.58 52.41 56.67 45.10 63.45 44.32 52.11
Mistral-7B 83.56 66.33 63.77 60.21 43.18 53.16 18.99 18.84 57.86 45.33 76.13 35.90 51.94
InternLM-7B 78.74 58.50 58.95 53.73 40.09 48.28 21.45 48.05 58.13 37.44 67.86 49.66 51.74
LLaMA2-13B 81.42 60.74 60.74 57.39 43.03 47.72 24.64 30.48 57.47 42.58 71.31 41.02 51.55
Baichuan-13B 79.54 61.07 60.74 52.94 42.72 49.61 24.35 41.26 50.67 46.65 68.14 31.02 50.73
LLaMA-7B 73.45 55.70 57.44 52.68 42.72 46.50 20.29 44.83 57.20 46.17 65.10 42.27 50.36
LLaMA-13B 76.32 59.40 58.68 54.38 40.40 39.39 19.71 47.13 59.07 40.91 65.14 41.36 50.16
Chinese LLaMA2-13B 79.43 59.84 51.71 58.43 45.67 50.39 10.10 31.72 51.53 46.17 69.66 43.64 49.86
Falcon-7B 75.63 57.72 54.82 47.45 39.94 42.18 15.94 40.92 55.87 40.43 62.48 37.84 47.60
MOSS-Moon-003-Base 57.93 51.01 56.06 45.88 41.02 44.73 11.88 36.55 47.33 40.43 52.97 35.57 43.45

Avg. 77.31 59.84 59.59 54.64 42.48 47.65 20.36 41.75 56.81 45.30 67.47 40.33 51.13

Supervised
Instruction-tuning

GPT-4 96.09 93.96 90.01 89.14 85.45 79.00 76.81 88.74 73.87 82.78 92.41 84.47 86.06
ChatGPT 89.43 83.89 83.88 84.55 75.35 75.22 62.83 83.91 68.53 74.04 86.62 68.75 78.08
Baichuan2-13B-Chat 84.37 81.43 79.06 79.08 57.43 76.14 54.99 79.47 54.80 55.02 81.66 42.73 68.85
InternLM-Chat-7B 80.23 80.43 82.37 78.56 65.02 77.14 47.54 60.47 46.40 65.07 75.03 64.43 68.56
Qwen-7B-Chat 84.48 79.75 80.85 79.08 65.48 77.69 39.78 59.93 20.27 58.73 81.10 58.18 65.44
Mistral-7B-Instruct 64.36 70.02 79.88 79.05 67.49 70.14 47.47 51.88 47.73 56.69 81.93 56.13 64.40
ChatGLM2-6B 72.64 73.94 78.10 69.02 62.69 66.81 44.06 71.49 47.87 53.11 59.45 50.23 62.45
Baichuan-13B-Chat 74.37 71.48 73.42 70.20 50.93 72.48 45.22 72.64 49.07 39.71 68.14 50.23 61.49
LLaMA2-7B-Chat 62.86 71.81 72.04 66.54 53.72 56.38 44.35 73.33 46.00 48.68 73.93 54.20 60.32
Vicuna-13B 74.37 62.53 75.90 66.27 55.73 53.94 26.09 71.49 43.20 42.94 62.07 51.25 57.15
Chinese Alpaca2-13B 75.52 70.36 64.19 37.78 56.19 46.50 38.26 62.76 50.27 39.47 74.21 36.70 54.35
MOSS-Moon-003-SFT 40.00 47.20 58.82 45.10 41.33 52.83 24.06 53.79 22.93 38.52 49.66 50.57 43.73
Xwin-LM-7B 48.39 52.24 46.01 42.48 33.44 37.74 26.67 56.32 22.00 30.26 52.69 31.70 40.00

Avg. 72.85 72.23 74.19 68.22 59.25 64.77 44.47 68.17 45.61 52.69 72.22 53.81 62.38

Table 2: Accuracy on Engilsh DialogBench. Bold and underlined indicate the best results and second-best results.

which mostly come from the LLaMA model vari-
ants or are trained from scratch by academia and
companies. All pre-trained LLMs are open-sourced
LLMs. (2) Supervised instruction-tuning LLMs:
which mostly release from the academia and com-
panies. Except for GPT-4 and ChatGPT, the remain-
ing are open-sourced LLMs. In addition, we test
the human level in these dialogue tasks. Specifi-
cally, we randomly choose 50 evaluation instances
for each task and then employ 3 experts to do these
questions. Finally, a question is considered correct
if at least 2 experts answer it correctly. These re-
sults can reveal not only the quality of DialogBench
but also the human level of this benchmark.

Evaluation Method. For the above LLMs, we
use accuracy as the metric and adopt different eval-
uation methods. (1) Pre-trained LLMs: each op-
tion content is independently scored by concate-
nating it with the instruction along with the given
dialogue and question as a prompt and comput-
ing the probability of “option content”. Specifi-
cally, we calculate the perplexity of each option
content and then choose the label corresponding
to the option content with the lowest perplexity as
the predicted answer. This evaluation method is

consistent with the training method of pre-trained
LLMs (i.e., next token prediction), stimulating the
optimal performance of LLMs. (2) Supervised
instruction-tuning LLMs: We regard the given
dialogue as the history of chatting between the user
and the LLM. In the current interaction turn, we
concatenate the instruction, along with the question
and all options to form an exact string as the user’s
question to the LLM, and then the LLM gives the
option label. In implementation, we allow LLMs
to output at most 256 tokens, and then extract the
outputted label as the predicted answer.

Implementation Details. We further describe the
parameter settings for GPT-4 when generating data
and LLMs to be evaluated. When using GPT-4 to
generate evaluation instances, we set temperature
to 1, presence_penalty to 0.6, frequency_penalty
to 0, and other parameters to default for the API
parameters of GPT-4. When evaluating LLMs,
we set the temperature to 0, the presence_penalty
to 0.6, and the frequency_penalty to 0 for Chat-
GPT and GPT-4. Besides, the temperature is set
to 0, max_new_tokens is set to 256, and other pa-
rameters to default for other open-source models.
Furthermore, the versions of ChatGPT and GPT-
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Type Model Correctness Coherence Consistency Safety

SF IC KRG CRG DI MRG PRG RC ED NLI DS OD Overall

Human 96.00 96.00 96.00 94.00 90.00 94.00 96.00 96.00 94.00 86.00 98.00 84.00 93.33

Pre-trained

Baichuan2-13B 78.81 55.37 63.18 54.71 46.12 52.63 26.98 46.87 67.21 39.10 66.94 55.23 54.43
Qwen-7B 80.91 61.79 63.05 60.57 42.52 54.58 27.22 56.89 59.73 22.06 69.52 44.77 53.63
InternLM-7B 75.67 56.48 61.72 55.43 44.04 47.71 26.38 45.74 69.93 45.11 65.44 46.75 53.37
LLaMA2-70B 81.84 59.56 67.93 56.78 47.56 43.19 27.32 24.34 69.80 39.96 44.56 56.57 51.62
Mistral-7B 76.71 55.92 61.98 53.42 44.87 49.57 27.33 19.92 57.16 38.09 66.12 59.32 50.87
Baichuan-13B 75.79 54.49 60.53 54.29 44.32 47.46 24.94 39.10 39.59 34.84 65.85 62.57 50.31
LLaMA2-13B 74.18 53.06 61.73 51.20 43.04 45.74 28.61 20.82 55.64 35.26 59.35 56.98 48.80
Moss-Moon-003-Base 61.82 48.06 59.87 52.43 41.41 47.20 25.90 32.96 60.54 38.85 60.27 54.80 48.68
Chinese LLaMA2-13B 72.29 55.59 61.72 53.71 43.07 47.12 25.18 33.71 55.51 22.18 65.44 44.77 48.36
LLaMA-65B 75.49 55.73 62.79 50.34 43.26 42.95 21.95 15.19 68.32 41.34 39.10 56.19 47.72
LLaMA-13B 62.75 51.50 58.01 42.71 44.60 44.83 28.90 13.16 57.82 39.22 56.05 55.23 46.23
LLaMA-7B 62.65 49.39 58.81 42.29 45.15 44.58 27.94 13.41 35.10 40.23 55.10 55.37 44.17
Falcon-7B 65.31 52.16 59.60 45.71 42.11 46.27 25.30 27.44 19.86 38.10 59.05 46.19 43.93

Avg. 72.63 54.55 61.61 51.81 44.01 47.22 26.46 29.97 55.09 36.49 59.45 53.44 49.39

Supervised
Instruction-tuning

GPT-4 93.75 89.53 85.18 81.46 79.22 77.75 72.83 88.12 61.90 75.39 90.22 83.15 81.54
ChatGPT 86.10 78.58 76.69 79.15 65.53 70.72 54.05 79.82 53.12 66.10 73.70 61.50 70.42
Baichuan2-13B-Chat 77.65 73.09 67.15 76.71 61.50 66.69 54.56 64.04 55.80 56.52 72.24 71.33 66.44
InternLM-Chat-7B 74.39 74.09 74.30 77.29 58.17 71.19 45.80 67.54 51.84 60.40 72.11 45.62 64.40
Qwen-7B-Chat 74.62 73.09 65.43 76.57 62.05 65.17 48.20 66.79 49.66 49.50 74.01 57.63 63.56
ChatGLM2-6B 68.92 65.34 67.55 67.29 60.80 63.56 45.44 53.76 48.29 39.97 66.26 56.64 58.65
Baichaun-13B-Chat 74.51 66.89 52.85 69.00 56.09 63.81 45.20 46.87 49.80 45.36 62.86 50.00 56.94
Mistral-7B-Instruct 57.97 59.68 70.19 69.00 54.47 62.71 41.72 30.07 40.62 45.98 72.78 54.27 54.96
Vicuna-13B 59.95 45.63 40.00 62.00 44.46 44.93 31.97 30.26 42.26 32.63 61.22 37.43 44.40
Chinese Alpaca2-13B 57.51 52.71 37.09 52.86 50.83 28.39 22.46 45.61 41.88 48.50 53.47 20.34 42.64
LLaMA2-Chat-7B 42.61 40.97 54.17 49.01 36.43 43.81 26.48 23.31 28.24 31.70 45.44 50.85 39.42
MOSS-Moon-003-SFT 32.48 35.44 45.30 47.14 28.53 41.61 21.17 3.26 13.51 33.21 48.57 32.77 31.92
Xwin-7B 35.04 29.90 30.60 37.14 26.32 29.49 25.30 14.29 24.42 25.94 41.36 15.54 27.95

Avg. 64.27 60.38 58.96 64.97 52.65 56.14 41.17 47.21 43.18 47.02 64.17 49.01 54.09

Table 3: Accuracy on Chinese DialogBench. Bold and underlined indicate the best results and second-best results.

4 we use in our work are gpt-3.5-turbo-0613
and gpt-4-0314. We implement our code using
Pytorch2 and Huggingface3 and experiment on
A100 80GB GPUs, spending an average of 20 min-
utes to 2 hours on each task while inferring with
open-source models. We also show the evaluation
prompts in Appendix D.2.

5 Main Results

Overall and task-specific scores on English and
Chinese DialogBench are reported in Table 2 and 3.
The overall score of all LLMs on English Dialog-
Bench is slightly better than the score on Chinese
DialogBench. Additionally, the overall perfor-
mance of all LLMs on each task generally has the
same trend on English and Chinese DialogBench.

Pretrained LLMs. On this challenging bench-
mark, surprisingly we discover that some pre-
trained LLMs (e.g., LLaMA2-70B in English Di-
alogBench and Baichuan2-13B in Chinese Dialog-
Bench) have pretty good performances. For other
pre-trained LLMs, there is still much room for im-
provement in those fine-grained capabilities related

2https://pytorch.org/
3https://huggingface.co/

to the human likeness.

We further observe that: (1) For correctness,
most pre-trained LLMs can perform well on slot
filling (SF) but are relatively poor on the other
3 tasks. (2) For personalization consistency, pre-
trained LLMs as a whole have good performances
in emotion perception (ED), whereas poor per-
formance in personality following (PRG). For se-
mantic consistency, the decent performance on
dialogue summarization (DS) indicates that pre-
trained LLMs perform well in maintaining seman-
tic alignment. However, it is still relatively diffi-
cult in scenarios that require one-step reasoning,
as shown by the performance on dialogue NLI. (3)
For coherence, the average performance of LLMs
on dialogue infilling (DI) and multi-turn response
generation (MRG) is relatively similar, and there
is still much room for improvement. (4) For offen-
sive detection (OD), most pre-trained LLMs can
empower a certain capability of offensive detection.
Overall, current pre-trained LLMs perform rela-
tively well on correctness-related tasks and have
greater room for improvement on tasks related to
coherence and safety. For consistency-related tasks,
pre-trained LLMs must be continuously optimized
to possess corresponding high-order capabilities.
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Method Correctness Coherence Consistency Safety

SF IC KRG CRG DI MRG PRG RC ED NLI DS OD Overall

Optimized Prompt 93.75 89.53 85.18 81.46 79.22 77.75 72.83 88.12 61.90 75.39 90.22 83.15 81.54

-Styles 94.26 89.79 89.95 81.80 89.39 91.03 73.51 89.22 73.43 75.42 91.32 84.55 85.31
-Filter 87.29 89.22 81.81 81.12 73.05 74.97 72.39 80.27 55.14 71.97 89.12 70.88 77.27

Table 4: Ablation study on different components of our optimized prompt on GPT-4.

50 52 54 56 58 60
Accuracy

Gourmet Cooking
Travel

Household Chores
Film

Neighborhood
Workplace

Musics
Shopping

Games
Sports

History
Philosophy
Sociology

Psychology
Economics
Geography

Physics
Biology

Computer Science
Medicine

52.14 56.07

Daily Life
Professional Knowledge

Figure 8: The average accuracy on all supervised
instruction-tuning LLMs for each domain.

Supervised Instruction-tuning LLMs. We be-
gin by observing that GPT-4 presents the best per-
formance, which represents the strongest capabili-
ties as a human-like dialogue system. Additionally,
the instruction-tuning LLMs achieve higher scores
than the corresponding pre-trained LLMs on most
dialogue tasks (e.g., Baichuan2-13B), suggesting
that instruction tuning is an efficient means for im-
proving the capabilities that LLMs as human-like
dialogue systems should have.

We further observe that: (1) For correctness,
most LLMs perform relatively well on all 4 tasks,
indicating that these LLMs have decent abilities to
generate correct dialogues. (2) For personalization
consistency, most LLMs perform unsatisfactorily.
Interestingly, most LLMs achieve inferior scores
on emotion classification than the corresponding
pre-trained LLMs, such as QWen-7B. It might be
because the positioning of assistant AI enables in-
struction tuning to focus on the ability to complete
tasks, abandoning the ability to perceive emotions.
(3) For coherence and safety, although instruction
tuning has enhanced the LLMs’ abilities, there is
still much room for improvement. Overall, there
is the same trend on different evaluation dimen-
sions for supervised instruction-tuning LLMs as

pre-trained LLMs. Due to space limitations, a more
detailed experimental analysis is in Appendix E.

6 Further Discussion

We probe LLMs’ performance for different do-
mains and validate the effectiveness of adjusting di-
alogue style and introducing filtering mechanisms.

Performance on Different Domains. We cal-
culate the average accuracy of all supervised
instruction-tuning LLMs on each domain, as shown
in Figure 8. The detailed results are displayed in Ta-
ble 8. We observe that the average performance in
daily life is overall lower than that in professional
knowledge (e.g., 52.14% vs. 56.07%). We specu-
late that this is related to the current positioning of
supervised instruction-tuning as assistant AI. As-
sistant AI needs to follow instructions to complete
various knowledge-based tasks, which particularly
requires LLMs to master a variety of professional
knowledge. Correspondingly, information relevant
to the daily life of humans might be underestimated
when fine-tuning LLMs. This suggests that im-
proving the human-likeness of LLMs as dialogue
systems requires introducing more daily dialogues
into supervised fine-tuning.

Ablation Study. We perform the following ab-
lation tests to validate the effect of each compo-
nent: (1) Remove the description of mitigating the
style bias in the prompt (-Styles); (2) Remove the
filter mechanism (-Filter). We use GPT-4 to con-
duct this experiment. The results are shown in
Table 4. We observe that: (1) The accuracy im-
proves to varying degrees without mitigating the
style bias, which validates that unfriendly commu-
nication would greatly increase the difficulty of
interaction. (2) The accuracy has dropped to vary-
ing degrees, indicating that the filtered instances
are indeed incorrect and LLMs cannot answer.

7 Conclusion

We present DialogBench, a systematically de-
signed dialogue benchmark for evaluating LLMs
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as human-like dialogue systems. DialogBench in-
cludes 12 dialogue tasks to probe the capabilities
related to human likeness for comprehensive evalu-
ation. For each task, we prompt GPT-4 to generate
evaluation instances. Specifically, we design the
basic prompt based on widely-used design princi-
ples and further eliminate existing biases to gen-
erate higher-quality instances. An extensive study
of 26 LLMs, including pre-trained and supervised
instruction-tuning, is conducted in Chinese and En-
glish DialogBench. We unveil that instruction fine-
tuning can improve the human likeness of LLMs
to a certain extent. However, there is still a long
way to go for most LLMs as human-like dialogue
systems. In addition, LLMs are generally better at
understanding context, but relatively poor at per-
ceiving emotions and personality. We expect Di-
alogBench to serve as a cornerstone for future study
to develop better human-like LLMs.

Limitations

Multilingual Benchmark Expansions. Dialog-
Bench can only be used to evaluate English and Chi-
nese LLMs, and cannot evaluate LLMs in other lan-
guages. However, our proposed evaluation frame-
work is applicable to all LLM evaluations, which
only need to use the top-tier LLM of the corre-
sponding language as a data generator to construct
evaluation instances for quickly building a testbed.

Additional Dimensions and Dialogue Tasks.
Human-like dialogue systems require a variety of
fine-grained capabilities to ensure long-term con-
nections with users. Although we conduct exten-
sive literature references to select comprehensive
dimensions and dialogue tasks, we fully acknowl-
edge that some other dimensions and dialogue tasks
were not included in our benchmark. In addition,
we employ GPT-4 as a data generator, which sets
restrictions on the selection of dimensions and dia-
logue tasks. some researchers (Chang et al., 2023;
Bubeck et al., 2023) have highlighted clear limita-
tions of GPT-4, including limited reasoning, output
length limit, and toxic content generation. There-
fore, we pay more attention to dimensions and dia-
logue tasks that GPT-4 experts in.

Technical limitations. Due to limited computa-
tional and financial resources, we only include pre-
trained LLMs with no more than 70B and super-
vised instruction-tuning LLMs with no more than
20B in DialogBench’s first edition of evaluation.

Although recent research suggests that when LLMs
expand beyond a certain threshold, they may begin
to exhibit emerging capabilities (Wei et al., 2022a),
we were unable to test all very large language mod-
els. We welcome future researchers to study our
benchmarks and evaluate LLMs as human-like dia-
logue systems.

Reproducibility of Closed Access Models.
Some of the LLMs (e.g., ChatGPT and GPT-4)
being evaluated are only accessible through a pro-
gramming interface that essentially adds a black
box on top of a black box. The mechanisms behind
these interfaces may change at any time, so the
evaluation results from different periods may vary
arbitrarily.

Ethics Statement

Since GPT-4 is trained on online data, GPT-4 may
encode biases that perpetuate stereotypes, discrimi-
nation, or marginalization of specific languages or
communities. This results in DialogBench poten-
tially generating toxic and harmful instances Fur-
thermore, we induce GPT-4 to generate a certain
proportion of unfriendly dialogues for evaluating
LLMs in unfriendly scenarios, which can reflect the
true level of LLMs as human-like dialogue systems.
Accordingly, this might lead to some unkind and
harmful instances. In addition, we employ three
experts to manually do these evaluation questions.
We pay 0.2 to each expert for each instance.
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A Task Selection

A.1 Selection Process

We apply evaluation dimensions, including coher-
ence, correctness, consistency and safety as guides
and elaborately select tasks that focus on the corre-
sponding evaluation dimension. Accordingly, those
abilities can be reflected by the quality of task com-
pletion. The detailed selection process is provided
as follows:

• For coherence, We elect two tasks that are of-
ten focused on in the dialogue field, dialogue
infilling (Xue et al., 2022) and multi-turn dia-
log generation (Li et al., 2017).

• For correctness, we follow Zhao et al. (2023a)
and mainly examine the correctness of two
aspects, including closed-scenario and open-
scenario correctness. The closed-scenario cor-
rectness requires LLMs to generate the output
only based on the given dialogue context or
background knowledge. To this end, we select
representative slot filling (Chen et al., 2017),
intent classification (Louvan and Magnini,
2020), along with knowledge-grounded re-
sponse generation (Santhanam et al., 2021).

Conversely, the open-scenario correctness pro-
vides a testbed for probing the knowledge en-
coded by LLMs. We mainly select the abil-
ity to use commonsense correctly which is
necessary for human-like dialogue systems,
i.e., commonsense-aware response genera-
tion (Zhou et al., 2021).

• For consistency, it mainly falls into two di-
mensions, including personalization consis-
tency and semantic consistency (Huang et al.,
2020). For personalization consistency, we fo-
cus on capabilities necessary for real-human
interactions, containing emotional perception,
personality following, and relationship main-
taining between speakers. As a result, we pri-
oritize emotion detection (Acheampong et al.,
2020), relation classification (Jia et al., 2021)
and personality-grounded response genera-
tion (Ma et al., 2020) respectively. Seman-
tic consistency refers to the actual semantic
content contained in the dialogue context can
entail the semantic content understood by hu-
mans, facilitating consistent response genera-
tion. Thus, we select the corresponding tasks,

dialogue summarization (Feng et al.) and dia-
logue NLI (Welleck et al., 2019).

• For safety, some researchers (Chang et al.,
2023; Bubeck et al., 2023) have highlighted
clear limitations of GPT-4, including toxic
content generation. Therefore, we currently
prioritize an important task that GPT-4 ex-
perts in, i.e., offensive detection (Dinan et al.,
2019).

Consequently, we tease out 12 dialogue tasks.
The overall selection results are shown in Figure 2.
Please see Appendix A.2 for detailed task defini-
tions.

A.2 Task definitions

The detailed task definitions are shown in Table 5.

B Prompt Formatting

Firstly, we clarify the core content of our prompt
according to four key ingredients. The key ingre-
dients depict the functionality of a prompt for elic-
iting the abilities of GPT-4 to complete the goal,
including goal description, input data, contextual
information, and prompt style.

• Goal description. The goal description is
typically a specific instruction that GPT-4 is
expected to follow. For a given dialogue task,
we design the following information in natural
language to describe the goal, including the
background introduction and the generative
step of the evaluation questions. By provid-
ing a well-clarified goal description, GPT-4
can more effectively understand the goal and
generate the desired output.

• Input data. The input data provides the nec-
essary information to guide the output genera-
tion that meets the requirements. The require-
ments primarily involve the difficulty of the
evaluation instance. Inspired by human-level
qualification exams, we heuristically set up
the construction techniques for candidate op-
tions, formatted by the exact string, to control
the difficulty. The clear and detailed input
data allows GPT-4 to produce more control-
lable evaluation instances.

• Contextual information. In addition, con-
textual information is also essential to make
prompts clear. In our creation, we find that

6150



Task Definitions

Knowledge-grounded Response
Generation

Knowledge-grounded response generation is a task of generating an informative
response based on both dialogue context and the given external knowledge (Santhanam
et al., 2021).

Intent Classification Intent classification is a task of identifying which action the user wishes to take based
on the dialogue context (Louvan and Magnini, 2020).

Slot Filling Slot filling is a task that maps the input slot key to the corresponding slot value based on
the given dialogue context (Chen et al., 2017).

Emotion Detection Emotion detection is a task of classifying the emotion of a speaker on a specific event
in a dialogue (Acheampong et al., 2020).

Personality-grounded Response
Generation

Personality-grounded response generation is a task that generates an appropriate
response that is consistent with the personality characteristics of the dialogue
context (Ma et al., 2020).

Multi-turn Response
Generation

Multi-turn response generation is a task of generating a coherent response given a
dialogue context (Li et al., 2017).

Dialogue Summarization Dialogue summarization is the process of extracting, summarizing, or refining key
information from a multi-turn dialogue, turning it into a summary paragraph that can be
used to present the main points of that multi-turn dialogue(Feng et al.).

Commonsense-aware Response
Generation

Commonsense-aware response generation is a task of generating an appropriate
response incorporating correct commonsense knowledge (Zhou et al., 2021).

Dialogue Infilling Dialogue infilling is a task of infilling the missing utterance of the given dialogue that is
consistent with the preceding and subsequent context (Xue et al., 2022).

Offensive Detection Offensive detection is a task that detects whether utterances contain uncivil,
discriminatory, or aggressive content in the given dialogue (Dinan et al., 2019).

Dialogue Natural Language
Inference

Dialogue natural language inference is a task of inferring the semantic relationship
between a certain part of a dialogue and a given hypothesis, including entailment,
contradiction, and neutral (Welleck et al., 2019).

Relation Classification Relations classification is a task of inferring the interlocutor’s interpersonal relationship
from the information implied in the dialogue (Jia et al., 2021).

Table 5: The definitions of all selected dialogue tasks.

it is necessary to provide some contextual in-
formation for explaining specific concepts ap-
pearing in the designed prompt. Therefore,
we introduce the definition of multi-turn dia-
logue and the description of the dialogue task
specifically to better depict our goal.

• Prompt style. A suitable prompt style can de-
compose the difficult task into several detailed
sub-tasks to help GPT-4 accomplish the goal
step by step. Inspired by this, we introduce
the chain-of-thought (CoT) technique (Wei
et al., 2022b), which guides GPT-4 to gener-
ate evaluation instances step by step according
to the order of the dialogue context, the task
question, the candidate options, the problem-
solving analysis, and the answer.

When constructing each content of the four key
ingredients, We mainly refer to the following de-
sign principles: (i) expressing the goal clearly, (ii)
decomposing into easy, detailed sub-tasks, and (iii)
utilizing a model-friendly format. These design
principles help create prompts that are clearer and
easier to understand. The final prompt is the exact
string that concatenates each content of the four
ingredients, as shown in Figure 3. In addition, the

prompts of data generation for all tasks are listed
in Table 9-20.

C Domain Bias

The detailed descriptions of each domain are shown
in Table 8. The selected domain involves two
categories: daily life and professional knowledge.
Daily life mainly covers gourmet cooking, travel,
household chores, film, neighborhood, workplace,
music, shopping, games, and sports; while profes-
sional knowledge covers history, philosophy, soci-
ology, psychology, economics, geography, physics,
biology, computer science, and medicine. The de-
tailed descriptions we give are the specific topics
that are typically talked about in each domain.

D Experimental Setup

D.1 LLMs to evaluate

Table 6 shows the details of pre-trained or super-
vised instruction-tuning LLMs for evaluation.

D.2 Evaluation Prompt Setup

We evaluate LLMs in answer-only and zero-shot
settings. Prompts used for two types of LLMs
are shown in Figure 9 and Figure 10 respectively.
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Type Model Parameters Access Creator

Pre-trained

Baichuan2-13B (Yang et al., 2023) 13B Open Baichuan
Qwen-7B (Bai et al., 2023) 7B Open Alibaba Cloud
InternLM-7B (Team, 2023a) 7B Open Shanghai AI Laboratory & SenseTime
LLaMA2-70B (Touvron et al., 2023b) 70B Open Meta
Mistral-7B (Jiang et al., 2023) 7B Open Mistral AI
Baichuan-13B (Yang et al., 2023) 13B Open Baichuan
LLaMA2-13B (Touvron et al., 2023b) 13B Open Meta
MOSS-Moon-003-Base (Sun et al., 2023) 16B Open Fudan
Chinese LLaMA2-13B (Zefeng Du, 2023) 13B Open Du et al.
LLaMA-65B (Touvron et al., 2023a) 65B Open Meta
LLaMA-13B (Touvron et al., 2023a) 13B Open Meta
LLaMA-7B (Touvron et al., 2023a) 7B Open Meta
Falcon-7B (Almazrouei et al., 2023) 7B Open TII

Supervised
Instruction-tuning

GPT-4 (OpenAI, 2023) undisclosed API OpenAI
ChatGPT (OpenAI, 2022) undisclosed API OpenAI
Baichuan2-13B-Chat (Yang et al., 2023) 13B Open Baichuan
InternLM-Chat-7B (Team, 2023a) 7B Open Shanghai AI Laboratory & SenseTime
Qwen-7B-Chat (Bai et al., 2023) 7B Open Alibaba Cloud
ChatGLM2-6B (Du et al., 2022) 6B Open Tsinghua & Zhipu.AI
Mistral-7B-Instruct (Jiang et al., 2023) 7B Open Mistral AI
Baichuan-13B-Chat (Yang et al., 2023) 13B Open Baichuan
Vicuna-13B (Zheng et al., 2023) 13B Open LMSYS
Chinese Alpaca2-13B (Cui et al., 2023) 13B Open Cui et al.
LLaMA2-7B-Chat (Touvron et al., 2023b) 7B Open Meta
MOSS-Moon-003-SFT (Sun et al., 2023) 16B Open Fudan
Xwin-LM-7B (Team, 2023b) 7B Open Xwin-LM Team

Table 6: The details of pre-trained or supervised instruction-tuning models LLMs for evaluation.

Similar to the evaluation method, we use different
instructions to induce LLMs to generate answers.

E Main Results

A central objective for our evaluation is to achieve
a common and unified understanding of the cor-
responding capabilities of LLMs as human-like
dialogue systems. We first evaluate the pre-trained
LLMs using DialogBench to provide a baseline
of LLMs’ capabilities as human-like dialogue
systems. Further, we evaluate the supervised
instruction-tuning LLMs and analyze the impact
of instruction fine-tuning on LLMs as human-like
dialogue systems.

E.1 Pretrained LLMs

Overall and task-specific scores in Chinese and En-
glish DialogBench are reported at the top of Table 3
and 2 respectively. The overall score of all LLMs
on English DialogBench is slightly better than the
score on Chinese DialogBench. Additionally, the
overall performance of all LLMs on each task gen-
erally has the same trend on Chinese and English
DialogBench. Next, we mainly conduct analysis
based on the results on Chinese DialogBench. We
first give an overall analysis and further highlight
findings at the task level from evaluation dimension

perspectives.

Overall Analysis. On this challenging bench-
mark, surprisingly we discover that some pre-
trained LLMs have pretty good performances.
Specifically, Baichuan2-13B presents the best per-
formance, scoring an overall accuracy of 54.43%
on DialogBench. Qwen-7B and InternLM-7B fol-
low closely behind with overall accuracy scores
of 53.63% and 53.37% respectively. For other
pre-trained LLMs, despite their relatively poorer
performance, most of them can score above 43%.
Overall, there is still much room for improve-
ment in these capabilities for pre-trained LLMs as
human-like dialogue systems. We further observe
that LLaMA-13B has higher overall accuracy than
LLaMA-7B (e.g., 46.23% vs. 44.17%), and corre-
spondingly LLaMA-65B has higher overall accu-
racy than LLaMA-13B (e.g., 47.72% vs. 46.23%).
It suggests that the model scale is monotonically
correlated with the model accuracy win rate within
a model family.

Dimension-specific Analysis. For the 4 tasks in
the correctness dimension, the average accuracy
scores of all pre-trained LLMs are 72.63% for slot
filling (SF), 61.61% for knowledge-grounded re-
sponse generation (KRG), 54.55% for intent classi-
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Read the following dialogue content, generate the correct answer according to the given question

[Test Question] 
According to the dialogue, when did the speaker leave for Hawaii on vacation?
[Answer]
July 15th

[Dialogue]

Speaker1: It's already June. Where do you plan to spend your 
vacation?

Speaker2: I'm going to Hawaii.

Speaker1: Wow, so you are rich.

Speaker2: Haha, I'm not rich. I just want a vacation.

Speaker1: But Hawaii must be expensive, right?

Speaker2: Actually, it's not too expensive.

Speaker1: So when are you going?

Speaker2: I plan to leave on July 15th

Speaker1: July. It's amazing. Travel in high season. It's like a 
stove.

Speaker2: Well, I can't help it. Work leave is at that time.

Speaker1: Well, You are rich. I'm just going to a small 
mountain village in Arizona at the end of this month.

Speaker2: Are there any attractions nearby?

Speaker1: Not really. But the only good thing is that I can 
experience the pristine environment and the fresh air.

Speaker2: That's good too. I hope you're having fun.

Speaker1: Thank you. I can only imagine how comfortable 
you'll be in Hawaii during the high season.

Speaker2: Ha ha. Yeah, I hope it's not too hot.

Speaker1: Don't forget your sunscreen! Heat and sun 
exposure, careful to become cooked meat!

Speaker2: Don't worry, I will take care of the sun protection.

Options
A. July 15th  B. Mid-September  C. Early August  D. Late June

Figure 9: An evaluation prompt for pre-trained LLMs is an exact string that concatenates all con-
tents by “Read the following dialogue content, generate the correct answer according to the given ques-
tion[Dialogue]{dialogue_content}[Test Question]{test_question}[Answer]{answer_content}”. We take slot filling
task as an example. The purple text is the answer content that LLMs need to calculate probability, which is selected
from the Options and calculated one by one.

User: Based on the content of the above dialogue, only output the option letter corresponding to the correct answer in the options 
according to the test question

[Test Question] 
According to the dialogue, when did the speaker leave for Hawaii on vacation?

[Options]
A. July 15th  B. Mid-September  C. Early August  D. Late June

Assistant:

User: It's already June. Where do you plan to spend your 
vacation?

Assistant: I'm going to Hawaii.

User: Wow, so you are rich.

Assistant: Haha, I'm not rich. I just want a vacation.

User: But Hawaii must be expensive, right?

Assistant: Actually, it's not too expensive.

User: So when are you going?

Assistant: I plan to leave on July 15th

User: July. It's amazing. Travel in high season. It's like a stove.

Assistant: Well, I can't help it. Work leave is at that time.

User: Well, You are rich. I'm just going to a small mountain 
village in Arizona at the end of this month.

Assistant: Are there any attractions nearby?

User: Not really. But the only good thing is that I can 
experience the pristine environment and the fresh air.

Assistant: That's good too. I hope you're having fun.

User: Thank you. I can only imagine how comfortable you'll 
be in Hawaii during the high season.

Assistant: Ha ha. Yeah, I hope it's not too hot.

User: Don't forget your sunscreen! Heat and sun exposure, 
careful to become cooked meat!

Assistant: Don't worry, I will take care of the sun protection.

A

Figure 10: An evaluation prompt for supervised instruction-tuning LLMs is an exact string, i.e., “Based on the
content of the above dialogue, only output the option letter corresponding to the correct answer in the candidate
options according to the test question.[Test Question]{test_question}[Options]{option_str}”. We regard the given
dialogue as the history of chatting that has occurred between the user and the LLM. In the current interaction turn,
this evaluation prompt is regarded as the user’s question to the LLM, and then the LLM gives the option label. We
take slot filling as an example. The purple text is the content generated by LLMs.
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fication (IC), and 51.81% for commonsense-aware
response generation (CRG). Accordingly, the best
scores are 81.84%, 67.93%, 61.79%, and 60.57%
respectively. As these suggest, most pre-trained
LLMs can perform well on slot filling but have
relatively poor performance on the other 3 tasks
about correctness. Furthermore, we observe that
the margin varies across different tasks: the largest
margin is on knowledge-grounded response gen-
eration (KRG) where LLaMA2-70B achieves an
accuracy of 67.93% compared to second place
from Baichuan2-13B at 63.18%, whereas the small-
est margin is for slot filing (SF), i.e., 81.84% for
LLaMA2-70B vs. 80.91% for QWen-7B. In gen-
eral, the margins between the various pre-trained
LLMs are not significant, which indicates that these
pre-trained LLMs have modestly different perfor-
mances in correctness-related abilities.

For the 5 tasks in the consistency dimension,
we divide these tasks into two groups for analysis,
including personalization consistency and seman-
tic consistency. For the 3 tasks about personal-
ization consistency, the average accuracy scores
of all LLMs are 55.09% for emotion detection
(ED), 29.97% for relation classification (RC), and
26.46% for personality-grounded response genera-
tion (PRG). The best scores are 69.93%, 56.89%,
and 28.90% respectively. These show that pre-
trained LLMs as a whole have good performances
in emotion perception, whereas the performance on
personality following is unsatisfactory. We specu-
late that the pre-trained LLMs have not seen many
instances related to personality following. The find-
ing about personality is consistent with (Safdari
et al., 2023). For the 2 tasks about semantic con-
sistency, the average accuracy scores of all LLMs
are 59.45% for dialogue summarization (DS) and
36.49% for dialogue NLI (NLI). The best scores
are 69.52%, and 45.11% respectively. The decent
performance on dialogue summarization indicates
that pre-trained LLMs perform well in maintaining
semantic alignment, however, it is still relatively
difficult to maintain semantic consistency that re-
quires one-step reasoning, as shown by the perfor-
mance on dialogue NLI. Overall, we see significant
heterogeneity across the results on consistency-
related tasks, which may be because each task re-
quires different levels of abilities.

For the 2 tasks in the coherence dimension, the
average accuracy scores of all LLMs are 44.01%
for dialogue infilling (DI) and 47.22% for multi-
turn response generation (MRG), along with the

best scores of 47.56% and 54.58% respectively. It
indicates that the average performance of LLMs
on both tasks is relatively similar, and there is still
much room for improvement in maintaining di-
alogue coherency. For offensive detection (OD)
in the safety dimension, the average accuracy of
all LLMs is 53.44% and the best performance is
an accuracy of 62.57%, which shows that most
pre-trained LLMs have scores around 50% and em-
power a certain capability of offensive detection.

Overall, current pre-trained LLMs perform rel-
atively well on correctness-related tasks and have
greater room for improvement on tasks related to
coherence and safety. For consistency-related tasks,
it is necessary for pre-trained LLMs to continue to
be optimized to possess corresponding high-order
capabilities.

E.2 Supervised Instruction-tuning LLMs

The overall and task-specific scores in Chinese
and English DialogBench are reported at the bot-
tom of Table 3 and 2. We also conduct an analy-
sis based on the results on Chinese DialogBench,
along with giving an overall analysis and task-level
analysis respectively. Additionally, we analyze
the performance changes of pre-trained LLMs and
instruction-tuning LLMs in the same model family
on different tasks.

Overall Analysis. As shown in Table 3, the re-
sults show that the overall performances of dif-
ferent models are different, and the performance
of the same LLM on different dialogue tasks also
varies widely. We further observe that: (1) GPT-4
presents the best performance on overall accuracy
with 81.54%, which basically represents the best
performance that existing supervised instruction-
tuning LLMs can achieve. This excellent score also
indicates that GPT-4 has strong capabilities as a
human-like dialogue system. In addition, ChatGPT
achieves an overall scores of 70.42%, ranking sec-
ond. (2)They are closely followed by Baichuan2-
13B-Chat with 66.44%, and InterLM-Chat-7B with
64.40%. The performance gap between GPT-4 and
the best open-source LLMs (81.54% vs. 66.44%)
shows that there is still much room for improve-
ment in the capabilities that LLMs should have
as human-like dialogue systems. Compared with
ChatGPT, Baichuan2-13B-Chat have achieved bet-
ter performances on 3 out of 12 tasks, which indi-
cates that Baichuan2-13B-Chat currently has pretty
good capabilities related to human likeness. (3)
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Model Daily Life
Gourmet
Cooking Travel

Household
Chores Film Neighborhood Workplace Musics Shopping Games Sports Avg.

GPT-4 77.80 83.11 74.60 84.49 79.63 83.67 76.84 78.63 79.18 80.68 79.86
ChatGPT 67.75 67.58 60.80 68.54 66.08 76.51 67.22 67.61 67.40 69.65 67.91
Baichuan-2-13B-Chat 62.01 64.65 60.17 64.75 65.24 68.50 59.65 66.20 64.77 63.74 63.97
InternLM-Chat-7B 60.66 61.16 58.86 60.72 63.09 67.04 60.49 63.57 61.26 64.88 62.17
Qwen-7B-Chat 61.92 61.19 57.95 59.93 62.03 64.89 57.37 63.46 61.35 62.42 61.25
ChatGLM-6B 55.28 59.60 55.70 52.71 57.23 57.33 52.02 56.40 56.72 58.06 56.11
Baichaun-13B-Chat 62.11 55.40 57.59 49.50 60.35 56.97 50.50 56.01 52.77 56.13 55.73
Mistral-7B-Instruct-v0.2 54.04 54.34 52.95 51.70 55.86 55.19 53.20 52.71 53.56 53.54 53.71
Vicuna-13B 45.13 41.51 40.08 40.28 38.67 44.72 37.19 43.41 36.96 41.44 40.94
Chinese Alpaca2-13B 42.44 39.07 39.03 37.27 36.33 45.70 37.59 39.92 42.89 40.65 40.09
LLaMA2-Chat-7B 39.34 38.96 38.61 35.27 38.28 38.30 37.12 38.18 36.96 35.38 37.64
MOSS-Moon-003-SFT 31.68 30.35 33.76 29.06 29.88 29.36 29.70 32.75 30.83 33.87 31.12
Xwin-7B 25.47 27.30 28.27 25.05 23.44 35.45 23.71 28.29 28.26 27.39 27.26

Avg. 52.74 52.63 50.64 50.71 52.01 55.66 49.43 52.86 51.76 52.91 52.14

Model Professional Knowledge

History Philosophy Sociology Psychology Economics Geography Physics Biology
Computer

Science Medicine Avg.

GPT-4 82.87 77.64 79.39 80.84 84.15 85.05 81.59 86.09 86.11 88.53 83.23
ChatGPT 71.59 65.97 72.84 71.36 75.06 71.43 71.15 73.39 79.12 77.29 72.92
Baichuan-2-13B-Chat 65.89 64.33 68.17 69.12 71.08 66.36 65.46 72.34 73.30 73.22 68.93
InternLM-Chat-7B 63.65 58.10 63.18 69.37 67.50 63.67 62.92 68.74 74.29 75.12 66.65
Qwen-7B-Chat 64.73 61.48 65.19 66.03 68.82 64.72 61.70 66.45 68.47 71.09 65.87
ChatGLM-6B 59.03 59.11 62.17 60.45 64.60 60.99 58.27 59.00 62.19 66.29 61.21
Baichaun-13B-Chat 58.67 53.24 56.64 58.12 59.00 61.11 52.61 59.30 58.54 64.36 58.16
Mistral-7B-Instruct-v0.2 55.58 52.02 55.94 53.14 59.54 53.44 55.73 61.35 54.21 62.16 56.31
Vicuna-13B 48.17 44.94 45.27 47.67 49.37 50.41 48.31 49.95 46.01 48.52 47.86
Chinese Alpaca2-13B 39.84 42.11 45.27 42.19 47.88 45.78 46.17 46.39 48.29 47.96 45.19
LLaMA2-Chat-7B 39.32 40.49 40.64 41.78 40.14 40.80 45.07 41.56 41.69 40.58 41.21
MOSS-Moon-003-SFT 30.68 32.39 30.58 32.86 33.63 31.61 31.46 34.17 31.89 37.79 32.71
Xwin-7B 29.44 25.51 29.98 30.63 28.76 30.31 30.79 25.74 23.23 32.04 28.64

Avg. 54.57 52.10 55.02 55.66 57.66 55.82 54.71 57.27 57.49 60.38 56.07

Table 7: Accuracy of supervised instruction-tuning LLMs in Chinese DialogBench for all 20 domains. All domains
are mainly divided into two categories, including daily life and professional knowledge. Bold and underlined
indicate the best results and the second-best results respectively except for GPT-4 and ChatGPT.

The instruction-tuning LLMs achieve higher scores
than the corresponding pre-trained LLMs on most
dialogue tasks (e.g., QWen-7B vs. QWen-7B-Chat,
Baichuan2-13B-Base vs. Baichuan2-13B-Chat),
which suggests that instruction tuning is an efficient
and effective means for improving the capabilities
that LLMs should have as human-like dialogue
systems.

Dimension-specific Analysis. For the 4 tasks in
the correctness dimension, GPT-4 and ChatGPT
achieve scores of over 81.46% and 76.69% on
all tasks, including slot filling (SF), intent clas-
sification (IC), knowledge-grounded response gen-
eration (KRG), and commonsense-aware response
generation (CRG), which demonstrates that it is not
unachievable currently to improve the correctness-
related capabilities of LLMs. Most other LLMs
(e.g., Qwen-7B, ChatGLM, Baichuan variants, In-
ternLM) also have impressive results on these
tasks, with the average accuracy remaining around
73.13%, 70.19%, 74.07%, and 66.31% respec-
tively. This shows that most supervised instruction-
tuning LLMs can understand the intent and slot in
the dialogue context, along with selecting appro-

priate knowledge or commonsense for generating
responses with reasonable accuracy. In addition,
the supervised instruction-tuning LLMs achieve
higher scores than the pre-trained LLMs in the
same model family (e.g., QWen, Baichuan2, and In-
ternLM) on almost all corresponding tasks, which
indicates that instruction finetuning benefits LLMs
improving those capabilities related to correctness.
However, there is no such improvement in slot
filling (SF), probably because this task is simple
enough and the pre-trained LLMs already have
quite good capabilities.

For the 5 tasks in the consistency dimension, we
also analyze personalization and semantic perspec-
tives respectively. For the 3 tasks about personaliza-
tion consistency, GPT-4 only achieves 61.90% and
72.83% in emotion detection (ED) and personality-
grounded response generation (PRG), and Chat-
GPT obtains relatively inferior scores correspond-
ingly. Most other LLMs also perform unsatisfacto-
rily on these two tasks, with the average scores of
the remaining LLMs around 39.19% and 34.96%.
We speculate that the current positioning of LLMs
is assistant AI, which would weaken the LLMs’
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abilities of emotional perception and personality
following. Relatively speaking, LLMs perform rel-
atively better on relation classification (RC), with
an average score of all LLMs except GPT-4 and
ChatGPT around 40.93%. But overall, all LLMs
still have much room for improvement in tasks re-
lated to personalization consistency. Interestingly,
most supervised instruction-tuning LLMs achieve
inferior scores on emotion classification than the
pre-trained LLMs in the same model family, such
as QWen-7B, Baichuan2-13B and InternLM-7B.
It might be due to the fact that the positioning of
assistant AI enables instruction tuning to focus on
the ability to complete tasks, abandoning the abil-
ity to perceive emotions. For the 2 tasks about
semantic consistency, there is the same conclusion
that LLMs perform well on dialogue summariza-
tion (DS), e.g., GPT-4 with a score of 90.22%,
but perform relatively poorly on dialogue NLI
(NLI) that requires one-step reasoning (e.g., GPT-4
with a score of 75.39%). In addition, we observe
that instruction tuning can also generally improve
consistency-related capabilities.

For the 2 tasks in the coherence dimension, GPT-
4 achieves scores of 79.22% and 77.75% on dia-
logue infilling (DI) and multi-turn response gen-
eration (MRG) respectively. Accordingly, Chat-
GPT achieves scores of 65.53% and 70.72% re-
spectively. The other LLMs have relatively in-
ferior performances, with the average accuracy
of 48.20% and 50.35%. Furthermore, instruction
tuning also improves coherence-related capabili-
ties compared with the pre-trained LLMs and the
supervised instruction-tuning LLMs in the same
model family. These indicate that although in-
struction tuning has enhanced the LLMs’ ability
to generate coherent responses to a certain extent,
there is still much room for improvement. For
offensive detection (OD) in the safety dimension,
GPT-4 and ChatGPT obtain scores of 83.15% and
61.50% respectively, which suggest that there is
still room for research on this task. In addition,
Some top LLMs (e.g., Baichuan2-13B and QWen-
7B) achieve higher scores via instruction tuning,
however, this improvement does not appear on
other LLMs.

Overall, there is the same trend of performances
on different evaluation dimensions for supervised
instruction-tuning LLMs as pre-trained LLMs. The
difference is that supervised instruction-tuning
LLMs generally have stronger performances than
the corresponding pre-trained LLMs.
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Doamin Description

Daily Life

Gourmet
Cooking

Recipes, cooking techniques, ingredients, food culture, kitchen gadgets, famous chefs,
restaurant reviews, food blogs or channels, dietary preferences, and international cuisines.

Travel Travel destinations, travel experiences, cultural differences, local cuisine, transportation
modes, packing and preparation, budget traveling, travel tips, accommodations, travel
photography, must-see landmarks.

Household
Chores

Household chores, family relationships, parenting, home organization, cooking and meal
planning, home improvement, family traditions, family budgeting, child-rearing methods,
family vacations.

Film Movie genres, TV shows, favorite actors and actresses, film directors, streaming platforms,
movie or TV show reviews, upcoming releases, movie soundtracks, cinematography, film
festivals, industry news and trends.

Neighborhood Neighbor interactions, community events, neighborhood safety, local issues and
improvements, shared spaces and facilities, cultural differences, neighborhood history, local
businesses and services, how to be a good neighbor.

Workplace Workplace environment, company culture, career goals, job search, interview experiences,
promotions, networking, work-life balance, job satisfaction, professionalism, office politics,
leadership and management styles, time management, conflict resolution.

Music Musical genres, favorite artists, concerts and live performances, music history, learning to
play instruments, singing, musical influences, songwriting, music streaming platforms and
technology, music festivals, soundtracks or background music in movies and TV shows.

Shopping Shopping habits, fashion trends, sales and discounts, online shopping, favorite stores, product
reviews, shopping tips, sustainable and ethical shopping, gift ideas, shopping experiences.

Games Video game genres, game consoles, online gaming, mobile gaming, esports, favorite games,
game characters, gameplay strategies, gaming communities, game developers and publishers,
virtual reality gaming, gaming nostalgia, and upcoming game releases.

Sports Sports history, sports rules and regulations, workout routines, sports nutrition, exercise
benefits, sports careers, sports injuries and prevention, sports movies and documentaries.

Professional
Knowledge

History Ancient civilizations, historical figures, famous battles and wars, historical landmarks, cultural
and social history, myths and legends, historical discoveries and inventions, historical
timelines and eras, historical art and literature.

Philosophy Existentialism, metaphysics, ethics, epistemology, logic, philosophy of mind, political
philosophy, eastern philosophy, religious philosophy, philosophical debates and theories,
famous philosophers.

Sociology Social inequality, race and ethnicity, gender roles, family dynamics, education, religion, crime
and deviance, urbanization, globalization, social movements, media and communication,
mental health and well-being.

Psychology Cognitive psychology, developmental psychology, social psychology, personality theories,
mental disorders, therapeutic approaches, emotions and motivation, memory and learning,
psychological research methods, famous psychologists.

Economics Economic theories, supply and demand, fiscal policies, monetary policies, international trade,
financial markets, economic indicators, income inequality, globalization, economic
development.

Geography Physical geography, human geography, geographic locations, climate and weather,
cartography and mapping, natural resources, cultural and regional diversity, geopolitics,
landforms and geology, and environmental issues.

Physics Classical mechanics, quantum mechanics, relativity theory, thermodynamics,
electromagnetism, particle physics, astrophysics, cosmology, string theory, scientific
breakthroughs and discoveries, famous physicists, experiments and observations, theoretical
vs experimental physics.

Biology Cellular biology, genetics, evolution, ecology, animal behavior, anatomy and physiology,
biodiversity, taxonomy, microbiology, biotechnology, conservation, plant biology, marine
biology.

Computer
Science

Programming languages, algorithms, data structures, artificial intelligence, machine learning,
cybersecurity, software development, hardware components, computer networking, operating
systems, computer history, coding projects, technology trends, computer science education,
career paths in technology.

Medicine Medical advancements, healthcare system, alternative medicine, medical ethics, research and
discoveries, diseases and treatments, mental health, nutrition and diet, medical careers.

Table 8: The specific topics that are typically talked about in each domain.
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Prompt for Intent Classification

We are currently testing the annotation capabilities of data annotators for intent classification in multi-turn
dialogues. Multi-turn dialogue refers to a chat record generated by two speakers engaging in continuous
interactions using natural language. Intent classification refers to determining a specific view, plan, or
action to be taken by a speaker from the information reflected in the multi-turn dialogue.

You are an expert at intent classification in multi-turn dialogues, and now please act as the test creator.
Firstly, please generate a two-party dialogue with at least 10 turns(10 turns=20 utterances), followed by a
multi-choice question of intent understanding that requires a comprehensive understanding of the context
to answer. The dialogue content should be relevant to {Domain}.

Before setting the question, you should randomly set the personality of both speakers, and you have a
certain probability of setting the personality of the speakers to be unfriendly so as to generate unfriendly,
ironic, offensive, quarreling, specifying, weird, and negative content. It simulates the dialogue scenes of
real human beings and helps to better study the intent understanding ability under the various scenarios.

When you generate the dialogue, please avoid using interrogative sentences in the dialogue. The last turn
of the dialogue is not the end of the dialogue session. The multi-choice question you generated should be
as difficult as possible, requiring a comprehensive understanding of the whole dialogue rather than a
certain turn to answer. Meanwhile, the information involved in candidate options should be from the
dialogue, which makes the wrong options even more confusing. The question can be answered only based
on the dialogue without external knowledge. Please especially note that the correct answer should not be
a snippet of the dialogue, which makes the question too simple. All candidate options need to be similar
in terms of length and content to make it more difficult to distinguish between correct and wrong
candidates. All candidate options can be determined their correctness after comprehensive understanding
and extensive reasoning on the dialogue.

The format of the question is as follows: {"id": "xx", "task": "Intent Classification", "domain":
"{Domain}", "speaker1 personality": "xx", "speaker2 personality": "xx", "dialogue": [{"speaker1": "xx",
"speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"}, ...,
{"speaker1": "xx", "speaker2": "xx"}], "test_question": "xx", "option": "xx", "analysis": "xx", "label":
"xx"}. Where "id" denotes a randomly generated id, "speaker1 personality" denotes the character
personality of speaker1, "speaker2 personality" denotes the character personality of speaker2, "dialogue"
denotes more than 10 turns of two-person English dialogue where the two speakers are represented by
speaker1 and speaker2 in each turn of interaction. "test_question" denotes the multi-choice question,
"option" denotes a dictionary that contains 4 candidate options, with capital letter sequence identifiers as
the key. "analysis" denotes the reason for choosing that correct option. "label" denotes the correct option
represented by a capital letter. Note that the generated question should be in JSON format. Now, please
set the question.

Table 9: The prompt for data generation of intent classification by GPT-4.
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Prompt for Emotion Detection

We are testing data annotators on their annotation capabilities for emotion classification multi-turn
dialogues. A multi-turn dialogue is a chat transcript produced by multiple turns of sustained interaction
between two speakers using natural language. Emotion detection refers to classifying the emotion of a
speaker on a specific event from the information reflected in the multi-turn dialogue.

You are an expert at emotion classification in multi-turn dialogues, and now please act as the test creator.
You begin by assuming the emotions of both sides of the dialogue, with emotions limited to eight types:
disgust, fear, disappointment, neutrality, anger, sadness, joy, and surprise. Then please generate a
two-party dialogue with at least 10 turns(10 turns=20 utterances) reflecting the emotions of both sides,
followed by a multi-choice question of emotion classification that requires a comprehensive
understanding of the context to answer. The dialogue content should be relevant to {Domain}.

Before setting the question, you should randomly set the personality of both speakers, and you have a
certain probability of setting the personality of the speakers to be unfriendly so as to generate unfriendly,
ironic, offensive, quarreling, specifying, weird, and negative content. It simulates the dialogue scenes of
real human beings and helps to better study the intent understanding ability under the various scenarios.

When you generate the dialogue, please avoid using interrogative sentences in the dialogue. The content
of the last turn of the sub-dialogue is not a closing statement. Your questions must be as difficult as
possible, and the dialogue content does not literally reflect any candidate options directly, but by
analyzing the content or the tone of voice in the dialogue, etc., you can clearly determine which candidate
emotions are correct.

The format of the question is as follows: {"id": "xx", "task": "Emotion Detection", "speaker1 emotion":
"xx", "speaker2 emotion": "xx", "domain": "{Domain}", "speaker1 personality": "xx", "speaker2
personality": "xx", "dialogue": [{"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2":
"xx"}, {"speaker1": "xx", "speaker2": "xx"}, ..., {"speaker1": "xx", "speaker2": "xx"}], "test_question":
"xx", "option": "xx", "analysis": "xx", "label": "xx"}. Where "id" denotes a randomly generated id,
"speaker1 emotion" is the randomly assumed emotion of speaker1, "speaker2 emotion" is the randomly
assumed emotion of speaker2, "speaker1 personality" denotes the character personality of speaker1,
"speaker2 personality" denotes the character personality of speaker2, "dialogue" denotes more than 10
turns of two-person English dialogue where the two speakers are represented by speaker1 and speaker2 in
each turn of interaction. "test_question" denotes the multi-choice question about a speaker’s emotional
attitude toward a certain event. "option" is a dictionary containing four candidate options, with capital
letters representing the serial number identifier as the key. The candidate emotions are limited to eight
types: disgust, fear, disappointment, neutrality, anger, sadness, joy, and surprise, of which only one type is
correct. "analysis" denotes the reason for choosing the correct option. "label" denotes the correct option
represented by a capital letter. Note that the generated question should be in JSON format. Now, please
set the question.

Table 10: The prompt for data generation of emotion detection by GPT-4.
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Prompt for Commonsense-aware Response Generation

We are currently testing the annotation capabilities of data annotators for response selection in multi-turn
commonsense-aware dialogues. Multi-turn dialogue refers to a chat record generated by two speakers
engaging in continuous interactions using natural language. Commonsense, namely generic knowledge,
refers to the basic knowledge that a mentally and physically grown-up adult should possess to live in
society, including survival skills (self-care ability), basic labor skills, common knowledge in natural
science, humanities and social science, etc. The commonsense-aware response selection in multi-turn
dialogue refers to selecting the response by annotators according to the context as the response to the
utterance by speaker1 in the last turn, which uses correct commonsenses.

You are an expert at commonsense-aware response selection in multi-turn dialogues, and now please act
as the test creator. Firstly, please generate a two-party dialogue with at least 10 turns(10 turns = 20
utterances) and a piece of commonsense, followed by a multi-choice question based on this common
sense. The dialogue content should be relevant to {Domain}.

Before setting the question, you should randomly set the personality of both speakers, and you have a
certain probability of setting the personality of the speakers to be unfriendly so as to generate unfriendly,
ironic, offensive, quarreling, specifying, weird, and negative content. It simulates the dialogue scenes of
real human beings, and helps to better study the response selection ability in multi-turn
commonsense-aware dialogues under the various scenarios.

When you generate the dialogue, please avoid using interrogative sentences in the dialogue. The last turn
of the dialogue is not the end of the dialogue session. The last turn of the two-party dialogue you generate
contains only the speaker1’s utterance, not the speaker2’s response. The multi-choice question you
generated should be as difficult as possible. The content of the last turn of dialogue must be related to the
whole dialogue, not only to the utterances of the most recent turns. All candidates must include the
commonsense. At the same time, all of the candidates seem to be plausible responses, but only one
commonsense they contain is correct. This commonsense is what a sane adult living in society can judge
between right and wrong. None of the candidate options can be literally similar or overlap with the
generated commonsense.

The format of the question is as follows: {"id": "xx", "task": "Commonsense-aware Dialogue
Generation", "domain": "{Domain}", "speaker1 personality": "xx", "speaker2 personality": "xx",
"dialogue": [{"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"}, {"speaker1":
"xx", "speaker2": "xx"}, ..., {"speaker1": "xx"}], "commonsense": "xx", "option": "xx", "analysis": "xx",
"label": "xx"}. Where "id" denotes a randomly generated id, "speaker1 personality" denotes the character
personality of speaker1, "speaker2 personality" denotes the character personality of speaker2, "dialogue"
denotes more than 10 turns of two-person English dialogue where the two speakers are represented by
speaker1 and speaker2 in each turn of interaction, and the last turn contains only speaker1 words and
cannot be a question. "commonsense" is the used commonsense, "option" denotes a dictionary that
contains 4 candidate options, with capital letter sequence identifiers as the key. "analysis" denotes the
reason for choosing that correct option. "label" denotes the correct option represented by a capital letter.
Note that the generated question should be in JSON format. Now, please set the question.

Table 11: The prompt for data generation of commonsense-aware response generation by GPT-4.
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Prompt for Knowledge-grounded Response Generation

We are currently testing the annotation capabilities of data annotators for response selection in multi-turn
knowledge-grounded dialogues. Multi-turn dialogue refers to a chat record generated by two speakers
engaging in continuous interactions using natural language. The knowledge-grounded response selection
means that according to the speaker1’s response in the last turn of the multi-turn dialogue, the annotators
must select the most correct and appropriate response from the candidates, considering the context of the
multi-turn dialogue and the given background knowledge. You are an expert at knowledge-grounded
response selection in multi-turn dialogues, and now please act as the test creator. You first need to
generate a paragraph of background knowledge of more than 1000 words, then generate more than 10
turns(10 turns=20 utterances) of two-party dialogue on the topic of background knowledge. Furthermore,
you should write a multi-choice question that requires you to select the correct knowledge from the
background knowledge to answer. The dialogue content and background knowledge are required to be
relevant to {Domain}.

Before setting the question, you should randomly set the personality of both speakers, and you have a
certain probability of setting the personality of the speakers to be unfriendly so as to generate unfriendly,
ironic, offensive, quarreling, specifying, weird, and negative content. It simulates the dialogue scenes of
real human beings and helps to better study the response selection ability in multi-turn
knowledge-grounded dialogues under various scenarios.

When you generate the dialogue, please avoid using interrogative sentences in the dialogue. The last turn
of the dialogue is not the end of the dialogue session. The last turn of the two-party dialogue you generate
contains only the utterance of speaker1, not the response of speaker2. The response in the last turn can
only be generated based on the dialogue and background knowledge, with no additional external
knowledge required. The multi-choice question you generated should be as difficult as possible. All
candidates must be connected to the dialogue, and the knowledge used must come from background
knowledge. However, none of the candidate options can literally resemble or overlap the background
knowledge. In particular, the wrong option cannot be a negative expression of a piece of background
knowledge. All candidate options require comprehensive understanding and extended reasoning dialogue,
and background knowledge to determine the plausibility of the options. In addition, all candidate options
must be similar enough in terms of length and content, making it more difficult to distinguish between
right and wrong candidate options.

The format of the question is as follows: {"id": "xx", "task": "Knowledge-grounded Response
Generation", "domain": "{Domain}", "speaker1 personality": "xx", "speaker2 personality": "xx",
"knowledge": "xx", "dialogue": [{"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2":
"xx"},{"speaker1": "xx", "speaker2": "xx"}, ..., {"speaker1": "xx"}], "option": "xx", "analysis": "xx",
"label": "xx"}. Where "id" denotes a randomly generated id, "speaker1 personality" denotes the character
personality of speaker1, "speaker2 personality" denotes the character personality of speaker2.
"knowledge" is background knowledge of text longer than 1000 words. "dialogue" denotes more than 10
turns of two-party English dialogue where the two speakers are represented by speaker1 and speaker2 in
each turn of interaction, and the last turn only contains the utterance of speaker1 and cannot be a
question., "option" denotes a dictionary that contains 4 candidate options, with capital letter sequence
identifiers as the key. "analysis" denotes the reason for choosing that correct option. "label" denotes the
correct option represented by a capital letter. Note that the generated question should be in JSON format.
Now, please set the question.

Table 12: The prompt for data generation of knowledge-grounded response generation by GPT-4.
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Prompt for Dialogue Natural Language Inference

We are currently testing the annotation capabilities of data annotators for dialogue natural language
inference in multi-turn dialogues. Multi-turn dialogue refers to a chat record generated by two speakers
engaging in continuous interactions using natural language. Natural language inference refers to giving an
utterance of a speaker in a multi-turn dialogue as a premise and giving a hypothesis at the same time, and
semantic analysis is carried out to determine the semantic relationship between the premise and the
hypothesis, including entailment, contradiction, and neutral. You are an expert at natural language
inference in multi-turn dialogues, and now please act as the test creator. You first need to assume a
semantic relationship of {Relation}.

Then, you should generate a two-party dialogue with at least 10 turns(10 turns = 20 utterances) and
specify an utterance of a speaker at a turn as the premise. At the same time, you should generate a
hypothesis that fits the specified semantic relationship. Finally, write a multi-choice question of dialogue
natural language inference that requires a comprehensive understanding of the context of multi-turn
dialogue. The dialogue content should be relevant to Before setting the question, you should randomly set
the personality of both speakers, and you have a certain probability of setting the personality of the
speakers to be unfriendly so as to generate unfriendly, ironic, offensive, quarreling, specifying, weird, and
negative content. It simulates the dialogue scenes of real human beings and helps to better study the
dialogue natural language inference ability under various scenarios.

When you generate the dialogue, please avoid using interrogative sentences in the dialogue. The last turn
of the dialogue is not the end of the dialogue session. The multi-choice question you generated should be
as difficult as possible. When the semantic relation belongs to entailment, the hypothesis can be fully
inferred from the premise. When the semantic relation belongs to contradiction, the premise can fully
infer the negation of the hypothesis. When the semantic relation belongs to neutral, the premise neither
entails nor contradicts the hypothesis, and the semantic relation between the premise and hypothesis
belongs to other cases except entailment and contradiction.

The format of the question is as follows: {"id": "xx", "task": "Dialogue NLI", "semantic relationship":
"{Relation}", "domain": "{Domain}", "speaker1 personality": "xx", "speaker2 personality": "xx",
"dialogue": [{"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"}, {"speaker1":
"xx", "speaker2": "xx"}, ..., {"speaker1": "xx", "speaker2": "xx"}], "premise": "xx", "hypothesis": "xx",
"option": "xx", "analysis": "xx", "label": "xx" }. Where "id" denotes a randomly generated id, "speaker1
personality" denotes the character personality of speaker1, "speaker2 personality" denotes the character
personality of speaker2, "dialogue" denotes more than 10 turns of two-person English dialogue where the
two speakers are represented by speaker1 and speaker2 in each turn of interaction. "premise" is a
specified premise, and "hypothesis" is a hypothesis that conforms to a given semantic relationship with
the premise, "option" denotes a dictionary that contains 3 candidate options, with capital letter sequence
identifiers as the key, the candidate options are fixed and include three types: entailment, contradiction
and neutrality, of which only one type is correct. "analysis" denotes the reason for choosing that correct
option. "label" denotes the correct option represented by a capital letter. Note that the generated question
should be in JSON format. Now, please set the question.

Table 13: The prompt for data generation of dialogue natural language inference by GPT-4.
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Prompt for Offensive Detection

We are currently testing the annotation capabilities of data annotators for offensive detection in
multi-turn dialogues. Multi-turn dialogue refers to a chat record generated by two speakers engaging
in continuous interactions using natural language. Offensive detection refers to judging whether
utterances of the speaker contain uncivil, discriminatory, or aggressive content in a multi-turn dialogue.

You are an expert at offensive detection in multi-turn dialogues, and now please act as the test creator.
You first limit the dialogue generated to {contain or not contain} offensive remarks. Then, you should
generate a two-party dialogue with at least 10 turns(10 turns = 20 utterances) that meets the above
requirements. Finally, you need to generate a multi-choice question about offensive detection in the
multi-turn dialogue. The dialogue content should be relevant to {Domain}.

Before setting the question, you should randomly set the personality of both speakers, and you have a
certain probability of setting the personality of the speakers to be unfriendly so as to generate
unfriendly, ironic, offensive, quarreling, specifying, weird, and negative content. It simulates the
dialogue scenes of real human beings and helps to better study the offensive detection ability under
various scenarios.

When you generate the dialogue, please avoid using interrogative sentences in the dialogue. The last
turn of the dialogue is not the end of the dialogue session. The multi-choice question you generated
should be as difficult as possible. The content of the dialogue may contain some offensive statements.
If the dialogue you generate contains offensive statements, one turn will be offensive at most, helping
make your question difficult. The offensive statement you generate cannot be literally offensive in
order to increase the difficulty of the test.

The format of the question is as follows: {"id": "xx", "task": "Offensive Detection", "offensive":
"{contain or not contain}", "domain": "{Domain}", "speaker1 personality": "xx", "speaker2
personality": "xx", "dialogue": [{"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2":
"xx"}, {"speaker1": "xx", "speaker2": "xx"}, ..., {"speaker1": "xx", "speaker2": "xx"}], "option":
"xx", "analysis": "xx", "label": "xx"}. Where "id" denotes a randomly generated id, "speaker1
personality" denotes the character personality of speaker1, "speaker2 personality" denotes the
character personality of speaker2, "dialogue" denotes more than 10 turns of two-person English
dialogue where the two speakers are represented by speaker1 and speaker2 in each turn of interaction.
"option" denotes a dictionary that contains 2 candidate options, with capital letter sequence identifiers
as the key, the candidate options are fixed and include two types: offensive and non-offensive, of
which only one type is correct. "analysis" denotes the reason for choosing that correct option. "label"
denotes the correct option represented by a capital letter. Note that the generated question should be in
JSON format. Now, please set the question.

Table 14: The prompt for data generation of offensive detection by GPT-4.
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Prompt for Personality-grounded Response Generation

We are testing data annotators on their annotation capabilities for response selection in multi-turn
personality-grounded dialogues. A multi-turn dialogue is a chat record generated by multiple turns of
continuous interaction between two speakers using natural language. The persona-grounded response
selection refers to the fact that for the last turn of the multi-turn persona-grounded dialogues, the
annotator needs to combine the multi-turn dialogues context and the given speaker2’s personality to
select the most appropriate response from the candidate responses that reflects the given
persona-grounded dialogues.

You are an expert at persona-grounded response selection in multi-turn dialogues, and now please act
as the test creator. You first need to generate a detailed personality of speaker2, followed by a
two-person dialogue with more than 10 turns, where the last turn of the two-person multi-turn
dialogue contains only speaker1’s words and not speaker2’s response. Then a response selection
multi-choice question in multi-turn persona-grounded dialogues is also generated, where each
candidate option is a candidate response from speaker2 in response to the dialogues above. The
dialogue is required to be related to {Domain}.

Before setting the question, you should randomly set the personality of both speakers, and you have a
certain probability of setting the personality of the speakers to be unfriendly so as to generate
unfriendly, ironic, offensive, quarreling, specifying, weird, and negative content. It simulates the
dialogue scenes of real human beings and helps to better study the intent understanding ability under
the various scenarios. When you generate the dialogue, please avoid using interrogative sentences in
the dialogue. The content of the last turn of the sub-dialogue is not a closing statement. The questions
you come up with must be as difficult as possible, and the content of the last turn’s dialogue must be
coherent with the entire dialogue, not just the sentences from the most recent turn. At the same time,
the words of speaker1 in the final turn must be able to detect the personality of the other speaker in a
targeted way. For this reason, the content of the last turn cannot be the closing sentence of the entire
dialogue. None of the candidate options can literally resemble or overlap with that personality. In
addition, the candidate choices are all coherent and reasonable responses to the above part of the
dialogue, and they differ only in personality, which can be clearly distinguished after a comprehensive
understanding of the entire dialogue and the personality. The choice of which option is the correct
answer is also based only on the degree of personality.

The format of the question is as follows: {"id": "xx", "task": "Personality-grounded Response
Generation", "domain": "{Domain}", "speaker1 personality": "xx", "speaker2 personality": "xx",
"persona": "xx", "dialogue": [{"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2":
"xx"}, {"speaker1": "xx", "speaker2": "xx"}, ..., {"speaker1": "xx"}], "option": "xx", "analysis": "xx",
"label": "xx"}. Where "id" denotes a randomly generated id, "speaker1 personality" denotes the
character personality of speaker1, "speaker2 personality" denotes the character personality of speaker2.
"persona" is a description of the speaker2’s personality in English, "dialogue" denotes more than 10
turns of two-party English dialogue where the two speakers are represented by speaker1 and speaker2
in each turn of interaction, and the last turn only contains the utterance of speaker1 and cannot be a
question, "option" denotes a dictionary that contains 4 candidate options, with capital letter sequence
identifiers as the key. "analysis" denotes the reason for choosing that correct option. "label" denotes
the correct option represented by a capital letter. Note that the generated question should be in JSON
format. Now, please set the question.

Table 15: The prompt for data generation of Personality-grounded Dialogue Generation by GPT-4.
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Prompt for Dialogue Infilling

We are currently testing the annotation capabilities of data annotators for dialogue infilling in multi-turn
dialogues. Multi-turn dialogue refers to a chat record generated by two speakers engaging in continuous
interactions using natural language. Dialogue infilling means, in the last turn of a multi-turn dialogue, the
utterance spoken by speaker1 is unknown, and the response spoken by speaker2 is known. Then, the
annotator needs to predict what utterance spoken by the speaker1 should be in the last turn in
consideration of the context of the multi-turn dialogue and the response spoken by the speaker2. You are
an expert at dialogue infilling in multi-turn dialogues, and now please act as the test creator. Firstly,
please generate a two-party dialogue with at least 10 turns(10 turns = 20 utterances). Then, you generate
4 candidate utterances spoken by the speaker1 based on the dialogue content. Finally, randomly select one
of the candidate utterances of speaker1 to generate a response from speaker2 who can answer the
utterance. The dialogue content should be relevant to {Domain}.
Before setting the question, you should randomly set the personality of both speakers, and you have a
certain probability of setting the personality of the speakers to be unfriendly so as to generate unfriendly,
ironic, offensive, quarreling, specifying, weird, and negative content. It stimulates the dialogue scenes of
real human beings, and helps to better study the dialogue-infilling ability under the various scenarios.
When you generate the dialogue, please avoid using interrogative sentences in the dialogue. The last turn
of the dialogue is not the end of the dialogue session. The multi-choice question you generated should be
as difficult as possible. The utterance that you generated spoken by speaker1 must be related to the whole
dialogue so that the annotators must rely more on the dialogue context to make decisions. In addition,
each candidate of the multi-choice question is as similar as possible, but there are good and bad
differences between the options, and these differences can be distinguished by a comprehensive
understanding of the dialogue above and the response spoken by speaker2 in the last turn. Finally, there
should be no literal similarity or overlap between speaker1’s utterance and speaker2’s responses that you
generate, lest the annotator filter the answers directly by literal similarity.
The format of the question is as follows: {"id": "xx", "task": "Dialogue Infilling", "domain": "{Domain}",
"speaker1 personality": "xx", "speaker2 personality": "xx", "dialogue": [{"speaker1": "xx", "speaker2":
"xx"}, {"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"}, ..., {"speaker1": "xx",
"speaker2": "xx"}], "option": "xx", "analysis": "xx", "label": "xx", "response": "xx"}. Where "id"
denotes a randomly generated id, "speaker1 personality" denotes the character personality of speaker1,
"speaker2 personality" denotes the character personality of speaker2, "dialogue" denotes more than 10
turns of two-person English dialogue where the two speakers are represented by speaker1 and speaker2 in
each turn of interaction, it does not include the perosn1’s utterance to be completed and the following
speaker2’s response. "option" denotes a dictionary that contains 4 candidate options, with capital letter
sequence identifiers as the key. Each of these options is a possible candidate for speaker1’s utterance.
"analysis" denotes the reason for choosing that correct option. "label" denotes the correct option
represented by a capital letter. Note that the generated question should be in JSON format. Now, please
set the question.

Table 16: The prompt for data generation of dialogue infilling by GPT-4.
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Prompt for Relation Classification

We are currently testing the annotation capabilities of data annotators for relation classification in
multi-turn dialogues. Multi-turn dialogue refers to a chat record generated by two speakers engaging in
continuous interactions using natural language. Relation classification means predicting the relationship
type between the two dialogue speakers based on the context of the multi-turn dialogue.

You are an expert at relation classification in multi-turn dialogues, and now please act as the test creator.
Firstly, you should assume the relationship between the two sides of the dialogue is {Relation}. Then,
you generate a two-party dialogue with at least 10 turns(10 turns = 20 utterances) that fits the relationship.
It is followed by a multi-choice question of relation classification that requires a comprehensive
understanding of the context to answer. The dialogue content should be relevant to {Domain}.

Before setting the question, you should randomly set the personality of both speakers, and you have a
certain probability of setting the personality of the speakers to be unfriendly so as to generate unfriendly,
ironic, offensive, quarreling, specifying, weird, and negative content. It simulates the dialogue scenes of
real human beings, and helps to better study the relation classification ability under the various scenarios.
When you generate the dialogue, please avoid using interrogative sentences in the dialogue. The last turn
of the dialogue is not the end of the dialogue session. The multi-choice question you generated should be
as difficult as possible. The relationship between two speakers cannot be directly reflected in the dialogue
content, but the relationship can be clearly judged by understanding the dialogue content and the implicit
information contained therein, such as the dialogue tone, attitude, scene, and other rich information.
Candidates need to be as similar as possible, which is more confusing, but with a deep understanding of
the context of the dialogue, the annotators can pick the right answer without debate.

The format of the question is as follows: {"id": "xx", "task": "Relation Classification", "relation":
"{Relation}", "domain": "{Domain}", "speaker1 personality": "xx", "speaker2 personality": "xx",
‘’dialogue": [{"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"}, {"speaker1":
"xx", "speaker2": "xx"}, ..., {"speaker1": "xx", "speaker2": "xx"}], "option": "xx", "analysis": "xx",
"label": "xx" }. Where "id" denotes a randomly generated id, "relation" is the relation between two
parties, "speaker1 personality" denotes the character personality of speaker1, "speaker2 personality"
denotes the character personality of speaker2, "dialogue" denotes a more than 10 turns of two-person
English dialogue where the two speakers are represented by speaker1 and speaker2 in each turn of
interaction. "option" is a dictionary containing four candidate options, with capital letters representing the
serial number identifier as the key. The candidate emotions are limited to some types: teacher-student,
child-parent, child-other family elder, brothers, sisters, couples, lovers, friends, neighbors, colleagues,
superior-subordinate, customers, competitors, of which only one type is correct. "analysis" denotes the
reason for choosing that correct option. "label" denotes the correct option represented by a capital letter.
Note that the generated question should be in JSON format. Now, please set the question.

Table 17: The prompt for data generation of relation classification by GPT-4.
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Prompt for Multi-turn Response Generation

We are currently testing the annotation capabilities of data annotators for response selection in
multi-turn dialogues. Multi-turn dialogue refers to a chat record generated by two speakers engaging
in continuous interactions using natural language. Response selection refers to the process in which
the annotators select the correct response from the candidates as the most coherent and reasonable
response in the dialogue after comprehensively understanding the content of the multi-turn dialogue.

You are an expert at response selection in multi-turn dialogues, and now please act as the test creator.
You first need to generate more than 10 turns(10 turns=20 utterances) of two-party dialogue. Then,
you need to generate a multi-turn dialogue response selection question that requires a comprehensive
understanding of the dialogue context. The dialogue content is required to be relevant to {Domain}.
Before setting the question, you should randomly set the personality of both speakers, and you have a
certain probability of setting the personality of the speakers to be unfriendly so as to generate
unfriendly, ironic, offensive, quarreling, specifying, weird, and negative content. It simulates the
dialogue scenes of real human beings and helps to better study the response selection ability in
multi-turn dialogues under various scenarios.

When you generate the dialogue, please avoid using interrogative sentences in the dialogue. The last
turn of the dialogue is not the end of the dialogue session. Each candidate of the question matches the
personality of speaker2. When analyzing which choice is the correct answer, do not mention the
speaker2’s personality. In addition, each candidate of the question is only good or bad in terms of
coherence. That is, the most coherent response is an effective continuation of the conversation above,
which is an orderly chain of events under a common theme with the topic discussed above. The wrong
choice may refer to a topic far removed from the one discussed in the conversation. These differences
can be easily distinguished after a comprehensive understanding of the entire dialogue so that the
annotator can pick the correct choice without dispute. Finally, in order to ensure fairness, the
generated dialogue and options do not involve external specific knowledge as much as possible. If
external specific knowledge must be involved, try to be common sense as much as possible, and do not
involve unfamiliar concepts or entities.

The format of the question is as follows: {"id": "xx", "task": "Multi-turn Response Generation",
"domain": "{Domain}", "speaker1 personality": "xx", "speaker2 personality": "xx", "dialogue":
[{"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx",
"speaker2": "xx"}, ..., {"speaker1": "xx"}], "option": "xx", "analysis": "xx", "label": "xx"}. Where
"id" denotes a randomly generated id, "speaker1 personality" denotes the character personality of
speaker1, "speaker2 personality" denotes the character personality of speaker2. "dialogue" denotes
more than 10 turns of two-party English dialogue where the two speakers are represented by speaker1
and speaker2 in each turn of interaction, and the last turn only contains the utterance of speaker1 and
cannot be a question, "option" denotes a dictionary that contains 4 candidate options, with capital
letter sequence identifiers as the key. "analysis" denotes the reason for choosing that correct option.
"label" denotes the correct option represented by a capital letter. Note that the generated question
should be in JSON format. Now, please set the question.

Table 18: The prompt for data generation of multi-turn response generation by GPT-4.
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Prompt for Slot Filling

We are currently testing the annotation capabilities of data annotators for multi-turn dialogue slot
filling. Multi-turn dialogue refers to chat records generated by continuous interaction between two
speakers using natural language. Slot filling refers to extracting the corresponding value for a specific
slot (such as time, location, name, etc.) from the events reflected in multi-turn dialogues.

You are an expert in multi-turn dialogue slot filling tasks, and now you are asked to be the question
setter. First, you assume the slot of interest, then generate a more than 10-turn dialogue between two
people that involves the slot multiple times. After that, create a multi-turn dialogue slot filling
multi-choice question that requires a comprehensive understanding of the dialogue context to answer.
The dialogue content must be related to {Domain}.

Before setting the questions, you need to randomly set the personalities of the two speakers. There is a
certain probability that you will set the speaker’s personality to be unfriendly, generating unfriendly,
sarcastic, offensive, argumentative, sophistical, weird, or negative content. This simulates real human
dialogue scenarios and helps to better study slot filling capabilities in rich scenarios.

Try not to use questions in the generated multi-turn dialogue. The last turn of dialogue should not be a
closing statement. Your question must be as difficult as possible, requiring a comprehensive
understanding of the entire dialogue, rather than focusing on a single turn or sentence. At the same
time, the information involved in all candidate options must come from the dialogue, and all candidate
options are seemingly correct values for the given slot. So, you need to make sure that these candidate
values appear when generating multi-turn dialogues. The question must be answerable based on the
multi-turn dialogue and does not require external knowledge. In particular, all candidate options
should be similar enough in length and content to make it more difficult to distinguish between correct
and incorrect options. All candidate options need to comprehensively understand and extend the
reasoning of the multi-turn dialogue content to judge the correctness of the options.

The format of the question is as follows:{"id": "xx", "task": "Slot Filling", "slot": "xx", "domain":
"{Domain}", "speaker1 personality": "xx", "speaker2 personality": "xx", "dialogue": [{"speaker1":
"xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"},
..., {"speaker1": "xx", "speaker2": "xx"}], "test_question": "xx", "option": "xx", "analysis": "xx",
"label": "xx"}. Where "id" is a randomly generated id, "slot" is the focused slot, "speaker1
personality" is the personality of speaker1, "speaker2 personality" is the personality of speaker2,
"dialogue" is a more than 10-turn English dialogue between two people, with each turn of interaction
represented by speaker1 and speaker2. "test_question" is the multi-choice question, "option" denotes a
dictionary that contains 4 candidate options, with capital letter sequence identifiers as the key.
"analysis" denotes the reason for choosing that correct option. "analysis" is the reason for choosing the
option. "label" is the correct option corresponding to the order. Please note that your generated test
questions must be in JSON format. Now please set the questions.

Table 19: The prompt for data generation of slot filling by GPT-4.
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Prompt for Dialogue Summarization

We are testing data annotators on their ability to annotate multi-turn dialogue summarizations. A
multi-turn dialogue is a chat transcript produced by multiple turns of continuous interaction between
two speakers using natural language. Dialogue summarization is the process of extracting,
summarizing, or refining key information from a multi-turn dialogue, turning it into a short summary
paragraph that can be used to present the main points or big ideas of that multi-turn dialogue.

You are an expert at dialogue summarization in multi-turn dialogues, and now please act as the test
creator. Firstly, you should generate a two-party dialogue with at least 10 turns(10 turns = 20
utterances). Then, you should create a dialogue summarization multiple-choice question that requires
a comprehensive understanding of the context of the multi-turn dialogue. The dialogue content should
be relevant to {Domain}.

Before setting the question, you should randomly set the personality of both speakers, and you have a
certain probability of setting the personality of the speakers to be unfriendly so as to generate
unfriendly, ironic, offensive, quarreling, specifying, weird, and negative content. It simulates the
dialogue scenes of real human beings and helps to better study the intent understanding ability under
the various scenarios.

The question you come up with must be as difficult as possible, but there are clear differences in
strengths and weaknesses between each of the candidate options for multi-choice questions in terms of
(1) inconsistencies between the information in the summarization and in the given dialogue, (2) the
presence of information in the summarization that is not present in the given dialogue, and (3) the loss
of important information in the given dialogue in the summarization, which can be clearly
differentiated by a synthesized comprehension of the entire dialogue content. Candidate options only
generate summarizations of the dialogue content, and it is not necessary to refer to the character names
and personality information of the two speakers when judging which option to choose as the correct
answer, but only from the degree of comprehensiveness of the summarization in presenting the main
content of the dialogue.

The format of the question is as follows: {"id": "xx", "task": "Dialogue Summarization", "domain":
"{Domain}", "speaker1 personality": "xx", "speaker2 personality": "xx", "dialogue": [{"speaker1":
"xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"}, {"speaker1": "xx", "speaker2": "xx"},
..., {"speaker1": "xx", "speaker2": "xx"}],"option": "xx", "analysis": "xx", "label": "xx"}. Where "id"
denotes a randomly generated id, "speaker1 personality" denotes the character personality of speaker1,
"speaker2 personality" denotes the character personality of speaker2, "dialogue" denotes more than 10
turns of two-person English dialogue where the two speakers are represented by speaker1 and
speaker2 in each turn of interaction. "option" denotes a dictionary that contains 4 candidate options,
with capital letter sequence identifiers as the key. "analysis" denotes the reason for choosing that
correct option. "label" denotes the correct option represented by a capital letter. Note that the
generated question should be in JSON format. Now, please set the question.

Table 20: The prompt for data generation of dialogue summarization by GPT-4.
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Prompt for Data Filter

As a data quality inspector, you should conduct a comprehensive quality assessment of the following
multi-choice question related to {task}. Your assessment needs to take into account both the
correctness of the test question and the answer. Specifically, question correctness refers to whether the
question is clear and relevant to the given dialogue and external knowledge if exists. Answer
correctness refers to whether the content corresponding to the given label can correctly answer the
given question. Next, please assess whether the given multi-choice question is correct. Do not analyze
and directly give "correct" or "incorrect" as the output.

[Dialogue]
{dialogue_content}

[Test Question]
{test_question}

[Options]
{option_contents}

[Answer]
{answer_label}

Table 21: The prompt for data filtering.

6170


