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Abstract

Quantitative evaluation metrics have been piv-
otal in gauging the advancements of AI sys-
tems like large language models (LLMs).
However, due to the intricate nature of real-
world tasks, a single scalar to quantify and
compare performance trivializes the fine-
grained nuances of model behavior. Addi-
tionally, metrics do not yield actionable diag-
nostics for model improvement, thus requiring
extensive manual efforts of scientists, involv-
ing sifting through vast datasets and attempt-
ing hit-or-miss adjustments to training data or
setups. In this work, we address the short-
comings of quantitative metrics by proposing
QUALEVAL, which uses automated qualita-
tive evaluation as a vehicle for model improve-
ment. QUALEVAL uses a powerful LLM rea-
soner and our novel flexible linear program-
ming solver to generate human-readable in-
sights that when applied, accelerate model im-
provement. The insights are supported by a
dashboard report with fine-grained visualiza-
tions and human-interpretable analyses. We
corroborate the faithfulness of QUALEVAL by
demonstrating that leveraging its insights, for
example, improves the absolute performance
of the Llama 2 model by up to 15% points rel-
ative on a challenging dialogue task (Dialog-
Sum) when compared to baselines. QUALE-
VAL successfully increases the pace and qual-
ity of model development by eliminating the
need of arduous manual analysis, thus serving
as a data-scientist-in-a-box.

1 Introduction

The recent success of large language models (LLMs)
while can be attributed to data and compute scaling,
has also been the result of evaluation metrics that allow
benchmarking and comparison of models. This surge
in the development of LLMs and associated tasks has
reignited the need for innovative evaluation methods,
aiming to provide more effective guidance throughout
the model development process (Tornede et al., 2023;
Paranjape et al., 2022). Traditional scalar quantita-
tive metrics like perplexity, BLEU, and ROUGE play

an important role in objectively measuring improve-
ments in model performance. However, these scalar
metrics cannot capture the nuances of model behav-
ior and therefore are unable to provide model develop-
ers actionable directions and diagnostics for model im-
provement (Novikova et al., 2017; Liu et al., 2016). In
practice, this deficiency necessitates model developers
to collaborate with an army of data scientists and engi-
neers to iterate over a diverse array of models and tasks,
especially in rapidly evolving real-world settings.

In this work, we use “quality over quantity” as a
guiding principle to propose our model and task agnos-
tic method QUALEVAL, that uses qualitative evaluation
to address the issues with quantitative metrics. Given
a model that is being developed for a task, QUALE-
VAL serves as an automated data scientist by analyzing
the dataset and the model’s predictions to generate ac-
tionable directions that improve the model, supported
by a comprehensive dashboard containing fine-grained
analysis of the model’s behavior (Figure 1). The direc-
tions identified by QUALEVAL to improve the model
significantly expedite the model development lifecycle.
Rather than rejecting the use of metrics, QUALEVAL
uses them as just one of the parts of a more holistic and
useful evaluation.

QUALEVAL’s algorithm for facilitating model im-
provement can be broken down into three steps (Fig-
ure 2): (1) Attribute discovery: Automatic discovery
of domains and sub-tasks in the dataset, to help iden-
tify issues at a fine-grained level. (2) Attribute as-
signment: Utilize a novel flexible linear programming
solver to assign attributes to instances and analyze the
performance on different attributes to create a human-
readable dashboard. (3) Insight generation: Parse the
generated dashboard to provide natural language in-
sights that improve the model. QUALEVAL’s end-to-
end pipeline is completely automated and requires no
human intervention.

We demonstrate QUALEVAL’s potency on a wide
range of tasks including code generation, dialogue
summarization, and multiple-choice question answer-
ing. We harness these insights provided by QUALE-
VAL to precisely and significantly improve the perfor-
mance of the open-source Llama 2 model on a dialog
summarization task. In a demonstration of efficacy,
QUALEVAL’s insights allow a model practitioner to
make changes to the fine-tuning procedure by augment-
ing with the right instances, thus leading to an over-
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Sub-task and domain discovery Proficiency breakdown

Alignment between skill usage Domain insights
The model performs best in Mathematical 
Operations and Sorting, while Conditional 

Statements and Boolean Operations have lower 
scores. The model also shows good utilization 

of domains such as Tuple Manipulation.

Sub-task insights

Highest scores for Generate Python syntax and 
Understand test cases. It displays good 

alignment with the ground-truth for skills Parse 
descriptions and variable assignments.

Sub-tasks

Domains

DomainsSub-tasks

Figure 1: QUALEVAL goes beyond a single scalar metric and provides a dashboard that helps understand the
model’s performance in a fine-grained manner. QUALEVAL’s insights are faithful and lead to accelerated per-
formance improvement when applied to the model. The dashboard visualizes the performance of the DAVINCI-3
model on MBPP.

all ROUGE-L score improvement of 15%. QUALE-
VAL’s insights also allow targeted improvement in sub-
domains of critical importance, with absolute improve-
ments of up to 5 points.

Our contributions are as follows: (1) We propose
the first qualitative evaluation framework for LLMs.
(2) We introduce a novel and faithful flexible linear
programming-based algorithm to automatically and ac-
curately assign attributes to input instances, which are
consequently used to generate faithful and actionable
insights. (3) We demonstrate that the generated insights
can be effectively leveraged for model improvement,
leading to accelerated model development.

2 Methodology

2.1 Formulation

Quantitative evaluation Quantitative evaluation is
the standard approach to evaluating models based on
averaging the value obtained by using a metric to eval-
uate instances of the dataset independently. Formally,
given a dataset D comprising of instances containing
inputs (xi) and ground truth outputs (yi), a performance

(proficiency) metric M, and a model f , then:

D := {(xi, yi)}Ni=1

ŷi := f(xi)

M : (xi, yi, ŷi) → R

Quantitative evaluation =
1

|D|

|D|∑

i=1

M(xi, yi, ŷi)

Qualitative evaluation Qualitative evaluation
(QUALEVAL) is based on holistically evaluating the
model’s performance in a fine-grained manner rather
than relying on a single scalar value. QUALEVAL
outputs a detailed dashboard that describes the in-
tricate nature of the model’s performance with the
direct goal of improving it by providing actionable
insights. QUALEVAL backs up the insights with rele-
vant evidence like visualizations and human-readable
reasoning. Formally, let V be the vocabulary of the
language of the dashboard (here, English) and I be the
set of all possible visualizations. Let E be an evaluator
system which generates the dashboard, where the
system includes LLMs to reason and provide insights
and image generation models to generate plots for
example. Then, the output of QUALEVAL is given by:

E : {xi, yi, ŷi}Ni=1 → (V ∪ I)⋆

Qualitative evaluation = E
(
{xi, yi, ŷi}Ni=1

)
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Figure 2: QUALEVAL automatically discovers domains and sub-tasks from input data through an evaluator LLM,
E . QUALEVAL then automatically assigns 2 domains and 2 sub-tasks to every sample in the dataset by solving a
flexible linear program. Finally, QUALEVAL generates a comprehensive dashboard and presents interpretable and
actionable insights for practitioners.

Qualitative evaluation does not reject the use of metrics
but uses them as one of the parts of a more actionable
evaluation. In essence, quantitative evaluation is just a
small subset of QUALEVAL.

2.2 QUALEVAL: Qualitative evaluation

QUALEVAL consists of multiple steps that help provide
interpretable and actionable insights and we break them
down below.

Attribute discovery Given the dataset D, QUALE-
VAL uses an evaluator LLM (E) to automatically dis-
cover relevant domains and sub-tasks, d1 · · · dN and
t1 · · · tN in the dataset. We refer to these domains
and sub-tasks as attributes. Specifically, we prompt E
with the dataset and a task instruction signifying how
to solve the dataset (InstrD) to generate the attributes
(see A.1 for the exact prompt). Given that datasets
can have a large number of instances and LLMs have
context length limits, we iteratively sample k instances
from the dataset and repeat the prompting process |D|

k
times to generate a large list of attributes (d1 · · · dM ,
t1 · · · tL). To ensure that we choose high-quality at-
tributes, we prune the list of candidates in an iterative
process by reducing the size by a factor of p > 1 in
each turn and repeating the process until we have N
attributes. In each step, we prompt E to shrink the list
by choosing the best attributes from the previous list of
candidates. Therefore, this iterative scalable procedure
allows QUALEVAL to discover attributes in arbitrarily
large data across a wide range of tasks, notwithstanding
the context window limitations of E .

Attribute assignment QUALEVAL performs at-
tribute assignment (d1 · · · dN and t1 · · · tN ) by scoring
the “affinity” or relevance of each instance with differ-
ent attributes. Let sdomain

i,j and staski,j denote the domain
and sub-task affinity scores, where i ∈ {1 · · · |D|} and
j denotes the number of attributes ({1 · · ·N}).

We use a novel flexible linear programming solver
to perform the attribute assignment by ensuring the fol-
lowing properties: (1) An instance is assigned 2 do-
mains and sub-tasks each so that we can give con-
crete insights. (2) The number of assignments to an at-
tribute is proportional to the prior probability of the at-
tribute. This ensures that rare attributes are not ignored.
(3) Choose the assignments with maximum affinity for
each instance. We achieve the above wish-list by for-
mulating the attribute assignment as a linear program-
ming (LP) problem.

Given the affinity scores and the prior probabilities,
pi, we assign every sample to 2 domains and 2 sub-
tasks. However, we want the assignments to respect
the prior probabilities i.e. ratio of the number of as-
signments to all the attributes should be equal to the ra-
tio between the prior probabilities. We enforce this by
constraining the number of assignments to an attribute
to be pi × |D| × 2.

Let l be the assignment matrix, where li,j = 1 indi-
cates that the ith sample is assigned to the jth attribute
and li,j = 0 indicates otherwise. Let pj be the prior
probability of the jth attribute. To accommodate for the
noisiness in an automated method, we make the prior
probability constraint flexible by adding some slack,
ϵ×pj×|D|×2 (ϵ = 0.1) so that QUALEVAL has some
wriggle room to change the attribute probability dis-
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tribution in favor of better assignments. Therefore, to
enforce the prior probability constraint, we sum across
the columns of l and constrain the sum to be between
2× |D| × pj × (1− ϵ) and 2× |D| × pj × (1 + ϵ). To
ensure we assign each sample to 2 attributes, we sum
across the rows of l and constrain the sum to be 2. We
formalize the LP as:

max
l

N∑

i=1

N∑

j=1

li,js
domain/task
i,j

N∑

j=1

li,j = 2 ∀i ∈ {1 · · · |D|}

N∑

i=1

li,j ≤ 2 ∗ |D| ∗ pj ∗ (1 + ϵ) ∀j ∈ {1 · · ·N}

N∑

i=1

li,j ≥ 2 ∗ |D| ∗ pj ∗ (1− ϵ) ∀j ∈ {1 · · ·N}

li,j ∈ {0, 1} ϵ < 1 ∀i, j ∈ {1 · · ·N}

We perform an expert verification of the attribute as-
signments by sampling 100 samples from the dataset
and asking three machine learning practitioners if both
the domain and sub-task assignments are correct and
find that they are indeed correct on average 84% and
90% of the time.

Once we have the assignments, we evaluate each in-
stance using the proficiency metric M for each domain
and sub-task to get M(xi, yi, ŷi). We use the assign-
ments to breakdown the proficiency metric by domains
and sub-tasks and automatically generate visualizations
that help understand the model’s fine-grained perfor-
mance.

Measuring sub-task skill alignment For several
datasets, predicting the right answer is not good
enough, and producing an answer that uses the same
sub-tasks as the ground truth is important. We call
this skill alignment and compute it by measuring the
correlation between the sub-task affinity scores of the
ground truth and the model prediction (higher values
implying higher skill alignment).

Insight generation QUALEVAL then leverages the
visualizations from previous stages to generate useful
and actionable insights as a natural language output.
We prompt E with the data from the prior probabil-
ity, proficiency breakdown, and skill alignment visu-
alizations to generate useful insights (See A.1 for ex-
act prompt). We integrate all the visualizations and
insights into a human-readable dashboard depicted in
Figure 1.

3 Experimental Setup
Datasets We evalaute QUALEVAL on three datasets:
MBPP (Austin et al., 2021) (sanitized), Dialog-
Sum (Chen et al., 2021), and MMLU (Hendrycks et al.,
2020) (clinical knowledge split). MBPP and Dialog-
Sum involve generative tasks and involve generating a

Python program from a prompt and summarizing a con-
versation respectively. MMLU contains a wide range
of multiple-choice questions from different domains
and we pick the clinical knowledge split to evaluate our
model on knowledge-intensive tasks. We use the same
evaluation splits as the original papers and use the test
splits for MBPP and MMLU and the validation split for
DialogSum. We use the pass@1, ROUGE-L, and accu-
racy as proficiency metrics for MBPP, DialogSum, and
MMLU respectively.

Models We use both closed and open-sourced mod-
els: CURIE, DAVINCI-2, and DAVINCI-3 models from
OpenAI and Llama 2 (7 billion chat models (Touvron
et al., 2023)). We use a temperature of 0.9 for all mod-
els and use two randomly sampled in-context samples
for prompting models unless mentioned otherwise. We
instantiate E with the GPT-3.5-TURBO model (OpenAI,
2023).

Llama fine-tuning We use LoRA (Hu et al., 2021)
to efficiently fine-tune the Llama 2 7 billion parameter
model and train with 8 bit precision. We sweep over
five learning rates (2e − 5, 5e − 5, 1e − 4, 2e − 4,
1e−3) and pick the checkpoint with the best validation
performance. We train for up to 400 steps and we use a
constant learning rate schedule.

Attribute generation We set N (the initial number
of generated categories) to 15, p (the pruning factor)
to 4, and k (the number of few-shot examples during
category generation) to 5 in our experiments.

4 Results
We systematically present different aspects of our dash-
board. Firstly, we show that attribute discovery (do-
mains and sub-tasks) of QUALEVAL is well-grounded
and faithful to the dataset. Secondly, we show that
QUALEVAL’s flexible LP solver correctly assigns at-
tributes to instances of the dataset, allowing it to per-
form meta-reasoning over different domains and sub-
tasks. Finally, we validate that the concise natural lan-
guage insight generated leads to improvement in the
model’s performance.

4.1 Discovering Domains and Sub-tasks
Discovering the latent domains and sub-tasks in a
dataset and understanding their prominence through
the prior probability of their occurrence is a critical
step for QUALEVAL. QUALEVAL performs both the
discovery and prior-probability computation automati-
cally and faithfully.

As an example, Figure 3 presents the prior proba-
bilities of the domains and sub-tasks in the MBPP and
DialogSum datasets. We find that the MBPP dataset
comprises a large set of samples that involve domains
like mathematical/numerical operations (29%) and list
manipulation (12%) while domains like sorting (6%)
and tuple manipulation (7%) are less prevalent. In-
terestingly, QUALEVAL captures fine-grained nuances
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Figure 3: Prior probabilities of domains and sub-tasks on the MBPP (top) and DialogSum (bottom) datasets

by including closely related yet different sub-tasks like
“Implement mathematical operations” and “Implement
algorithmic operations”, giving practitioners a nuanced
understanding of their evaluation data.

As another illustration (Figure 3 bottom), the Di-
alogSum dataset is dominated by samples involving do-
mains like employment and professional skills (15%)
and career and job interviews (14%), while domains
like education and outdoor activities are less prevalent
(8% and 8% respectively). Though the overall food
domain is also frequent, it is listed under two fine-
grained domains, “Food and restaurant ordering” (7%)
and “Food and hospitality” (8%), which further high-
lights QUALEVAL’s ability to capture fine-grained nu-
ances. The evaluation also suggests the dominance
of sub-tasks that involve identifying the participants
(12%), understanding and recognizing the main topic
(22% ), and recognizing the roles in the conversation
(11%), which are conceptually important sub-tasks for
summarizing a conversation between two people.

Faithfulness of priors We show that the attributes
discovered and prior probabilities assigned are faithful
to the dataset. While most datasets do not have ground
truth annotations for the domains and sub-tasks, (Pal
et al., 2022) introduces a multiple-choice question
answering dataset, MedMCQA, collected from real-
world medical exam questions, and includes domain
annotations. We randomly sample 250 questions from
the MedMCQA dataset and leverage QUALEVAL to
discover domains and find the prior probabilities. We
compare the prior probabilities from QUALEVAL with
the ground truth domain annotations from MedMCQA
in Figure 4. We find that the domain priors from
QUALEVAL are highly aligned with the ground truth
annotations (“Pediatrics” (9% vs 9%), “Obstetrics and
Gynecology”(6% vs 7%), and “Pharmacology” (6%
vs 6%) and “Microbiology” (4% vs 6%)). Interest-

ingly, QUALEVAL splits the “Dental” domain into
more precise domains such “Dentistry”, “Dental Hy-
giene”, “Dental procedures”, and “Dental anatomy”,
further highlighting QUALEVAL’s ability to capture hi-
erarchies and nuances in the data.

4.2 Proficiency categorized by Domains and
sub-tasks

To generate useful insights, one needs a clear under-
standing of the model’s proficiency in the various do-
mains and sub-tasks, and we demonstrate that QUAL-
EVAL provides exactly this. QUALEVAL leverages the
domain and sub-tasks assignments generated from our
flexible LP solver to get a precise breakdown of the
proficiency of a model for different domains and sub-
tasks.

Figure 5 highlights the proficiency of the DAVINCI-
3 model on domains like sorting, mathematical oper-
ations, and data processing and on sub-tasks like han-
dling data types, understanding test cases, and gener-
ating Python syntax. We find that QUALEVAL’s cat-
egorization and proficiency judgement is faithful and
aligned, as corroborated by analysis from Austin et al.
(2021) that also suggests that models on MBPP per-
form well on “coding interview” type questions which
generally involve data structures, sorting, list manipu-
lation, and data processing.

Austin et al. (2021) also suggests that models
struggle with samples related to advanced math prob-
lems and samples with multiple sub-problems. This
conforms with QUALEVAL’s proficiency breakdown
which reveals that the model struggles with samples in-
volving the “Implement algorithms” and “Variable as-
signments” sub-tasks and the “Conditional statements”
and “Sequence Analysis” domains, which are often
leveraged to solve math problems and samples with
multiple sub-problems. These findings serve to rein-
force the distinctive capability of QUALEVAL in of-
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Figure 4: QUALEVAL faithfully discovers and scores attributes. We compare the domain priors discovered by
QUALEVAL(right) with the ground truth domain annotations (left) in the MedMCQA dataset and find a high degree
of alignment (e.g., “Pediatrics” – 9% vs 9%, “Obstetrics and Gynecology” – 6% vs 7%, and “Pharmacology” –
6% vs 6%).
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Figure 5: Proficiency breakdown for different sub-tasks and domains in the MBPP and MMLU (clinical knowl-
edge) datasets for DAVINCI-3.

fering a precise and nuanced comprehension of model
proficiency, made possible by our flexible LP solver.

QUALEVAL is task-agnostic, with our flexible LP
solver making it potent even in niche domains such as
clinical data. Figure 5 demonstrates high proficiency of
the DAVINCI-3 model on the cell biology and medical
procedures domains and sub-tasks related to analyzing
and processing medical test data and recognizing key
terms/concepts in clinical biology. However, the model
struggles with sub-tasks related to providing accurate
information and analyzing the correct answer choice.

4.3 Interpretable and Actionable natural
language insights

To aid model developers in understanding the dense
fine-grained analysis in the prior sections, we present
interpretable and actionable natural language insights
grounded in the prior analysis. To generate these in-
sights, we convert the analysis charts depicted in the
prior sections into structured text and query our evalu-
ator LLM to highlight important and actionable trends
and insights. Figure 11 illustrates insights generated by
QUALEVAL for predictions from DAVINCI-3 model on
MBPP, which adeptly highlights model deficiencies for
both domains and sub-tasks. For instance, the insights
faithfully point out that improvements can be made to
the “Tuple Manipulation” and “Number Manipulation”

domains as well as the “Algorithmic operations” and
“Handling loops and conditionals” sub-tasks. In the
next section, we demonstrate how these insights can be
leveraged towards precise and targeted model improve-
ment, further validating the efficacy of QUALEVAL.

4.4 Model Improvement via Qualitative
Evaluation

We show that QUALEVAL’s actionable insights are use-
ful by improving models on a variety of settings on the
DialogSum dataset. We leverage insights from QUAL-
EVAL to precisely and consistently improve the profi-
ciency of a 7 billion parameter Llama 2 model.

Consider a real-world scenario where certain sub-
domains are more important. For example, in a toxicity
detection dataset, you would expect sub-domains relat-
ing to racial abuse to have better accuracy than say pol-
itics. In such a case, a practitioner would want to iden-
tify if there are critical sub-domains where the model
under-performs, and fix those issues. We consider this
scenario for the Llama model where the practitioner is
allowed to augment a certain number of instances of
their choice to the training set based on the insights.
This simulates the scenario where only a certain num-
ber of annotated examples can be obtained because of
data paucity and cost reasons.

Assume there is a set of sub-domains that the model
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Domain sets Rand. aug. QUALEVAL aug. ∆ = (QUALEVAL aug. – Rand. aug.)↑
Dom 1 Dom 2 Dom 3 Dom 1 Dom 2 Dom 3 Dom 1 Dom 2 Dom 3 Dom 1 Dom 2 Dom 3 Overall

Social ✗ ✗ 27.6 ✗ ✗ 30.0 ✗ ✗ 2.4 ✗ ✗ 2.6

Leisure Outdoor ✗ 26.6 27.1 ✗ 29.0 27.7 ✗ 2.4 0.6 ✗ 3.1

Food ordering Hospitality ✗ 27.8 28.3 ✗ 31.5 31.5 ✗ 3.7 3.2 ✗ 3.6

Leisure Food Ordering Hospitality 26.6 27.8 28.3 32.0 32.0 31.2 5.4 4.2 2.9 4.1

Table 1: QUALEVAL consistently increases the performance (ROUGE-L) of the Llama 2 (7 billion parameter)
model on DialogSum. QUALEVAL enables practitioners to do targeted model improvement through data augmen-
tation, while keeping the training set size constant. We demonstrate improvements across different sets of domains
(with different domains and different numbers of domains) and show consistent and significant improvements on
the selected domains along with improvements in overall performance (refer to columns under “∆”). For instance,
augmenting with the “Leisure”, “Food ordering”, and “Hospitality” domains (last row) leads to an absolute overall
improvement of 4.1 percentage points.

is underperforming in, as identified by QUALEVAL.
QUALEVAL’s flexible LP solver finds a set of unsu-
pervised examples belonging to these domains that are
then annotated and added to the training instances. We
compare with a baseline (Rand. Aug.) that randomly
annotates and augments the same number of instances
from the unsupervised store. We experiment with dif-
ferent sets of under-performing domains in Table 1
(pertaining to different rows) by fine-tuning the Llama
2 model on the two augmented dataset settings. Addi-
tional details are presented in Appendix A.2.

Across different sets of domains (rows), QUALEVAL
consistently and significantly increases the proficiency
of the selected domains and the overall performance
(Table 1). For instance, augmenting with the “Leisure”,
“Food ordering”, and “Hospitality” domains (last row)
leads to an improvement of 5.4%, 4.2%, and 2.9% on
ROUGE-L on the respective domains and an overall
improvement of 4.1% on ROUGE-L, when compared
to Rand. Aug. Taken together, QUALEVAL empowers
practitioners to improve model proficiency with a high
degree of precision and control.

5 Analysis
5.1 Skill usage calibration between ground truth

and model answers
While proficiency metrics like pass@k, BLEU, and
ROUGE can judge the proficiency of a model, they do
not provide insights about skill usage calibration, i.e.,
whether the model is leveraging the expected subtasks
when generating responses. Skill usage calibration is a
unique lens to understand model performance, as prac-
titioners can understand if the model generates answers
with the expected and intended reasoning.

We quantify the calibration by first identifying the
affinity of the ground truth and model-generated an-
swers to different sub-tasks discovered. We then mea-
sure the distance between the affinity scores. A smaller
distance implies that the model-generated answer is us-
ing sub-tasks similar to the ground truth answer, thus
exhibiting high skill usage calibration. We explain the
exact distance metric used in Appendix A.3.

Figure 6 highlights the correlation between model
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Figure 6: Skill usage calibration between the ground
truth and the model generated answer for the DAVINCI-
3 model on MBPP (top) and DialogSum (down). A
smaller distance implies that the model is using sub-
tasks as intended in the ground truth (hence it is better).

generations and ground truth responses for the
DAVINCI-3 model on the MBPP and DialogSum
datasets. A model practitioner can utilize this to un-
derstand what sub-tasks are not being used in an in-
tended way and perform an intervention to fix them.
For example, on the MBPP dataset, the subtasks about
implementing algorithms and handling loops and con-
ditionals have low alignment.
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Write a python function 
to find the element that 
appears only once in a 
sorted array.

Prompt

Ground 
Truth

def search(arr):
n = len(arr)
XOR = 0
for i in range(n):

XOR = XOR ^ arr[i]
return (XOR)

def search(arr): 
n = len(arr)
for i in range(0, n - 1, 2):

if arr[i] != arr[i + 1]:
return arr[i]

return arr[n - 1]

Output

def check_element(list, element):
flag = True
for i in list:

if (i != element):
flag = False
break

return flag

def check_element(list, element):
check_element =

all(v== element for v in list)
return check_element

Write a function that takes in 
a list and element and checks 
whether all items in the list 
are equal to the given element.

Write a python 
function to count 
true booleans in 
the given list

def count(lst):
return sum(lst)

def count(list1):
c = 0
for i in \
range(0,len(list1)):

if list1[i] == True:
c = c + 1

return c

Figure 7: Qualitative samples from the MBPP dataset
retrieved through QUALEVAL. We provide an explana-
tion for their prominence in Section 5.2.

5.2 Qualitative Samples
QUALEVAL also allows model developers to extract
prominent qualitative examples that can aid in the mod-
eling lifecycle. Given that both in an academic and in-
dustry setting, understanding representative instances
of ground truth and model-generated answers is im-
portant, QUALEVAL automates that process. It auto-
matically yields revealing qualitative samples by iden-
tifying samples where the affinity scores of the ground
truth response and model generation are not aligned.

Figure 7 shows qualitative samples from the MBPP
dataset generated by the DAVINCI-3 (left and center)
and DAVINCI-2 (right) models. In the first example, the
ground truth program uses XOR to test for uniqueness,
while the generation uses a loop to check for unique-
ness. In the second example, the ground truth pro-
gram uses an in-built Python function to check equality
whereas the model loops through the input to check the
condition. These examples further validate the finding
in the prior section which suggests that the model is not
calibrated for handling loops and conditionals.

Interestingly, the generated output in the final exam-
ple is a more robust solution than the ground truth. The
ground truth solution assumes that the input is a list of
booleans, while the model generation can accept any
list with any data type.

6 Related Work
Model Debugging/Improvement Prior work has at-
tempted to address the problem of model debugging
and improvement. (Zhang et al., 2018) propose to eval-
uate different pairs of models on separate evaluation
splits to understand model behavior. They also gen-
erate feature-level importance scores from “symptom”
instances provided by humans. (Graliński et al., 2019)
introduce a model-agnostic method to find global fea-
tures that “influence” the model evaluation score, al-
lowing practitioners to exclude problematic features.
(Lertvittayakumjorn and Toni, 2021) develop a frame-
work to generate explanations for model predictions
to allow humans to give feedback and debug models.
(Ribeiro et al., 2020) presents a framework to gener-

ate test cases at scale to evaluate model robustness,
but constrains the test cases to be generated from sim-
ple templates and lexical transformations. (Abid et al.,
2022) propose a framework to generate counterfactual
explanations for model errors to enable a better under-
standing of model behavior. (Chen et al., 2023) intro-
duce Self-Debugging, a method to enable a large lan-
guage model to debug the predicted computer program
through few-shot demonstrations. Some other works
attempt to find error-prone slices of the data to improve
the model (He et al., 2021; Tornede et al., 2023; Paran-
jape et al., 2022). While these works provide limited
insights into model behavior, they often require sig-
nificant human intervention to understand model be-
havior and do not provide precise actionable insights
for model improvement. Finally, these works are con-
strained to simple classification and regression tasks or
single domains like code generation and do not provide
a task-agnostic, fully automated framework for model
interpretation and improvement for real-world tasks.

Automatic Evaluation of Machine Learning Models
Automatic evaluation metrics, based on lexical overlap,
such as BLEU (Papineni et al., 2002), ROUGE (Lin,
2004), METEOR (Banerjee and Lavie, 2005) have
helped researchers evaluate and compare models on a
variety of language tasks. Recent work has proposed to
use machine learning models to evaluate other machine
learning models. Methods like (Zhang et al., 2019; Fu
et al., 2023; Zhou et al., 2023) use pre-trained language
models to evaluate the quality of generated text and
therefore rely more on semantics than lexical overlap.
While these automated metrics have expedited research
progress by eliminating human effort from evaluation,
they have limited evaluation to a single scalar metric
and therefore fail to provide a holistic and comprehen-
sive understanding of model performance.

Issues with quantitative metrics Multiple studies
have pointed out that quantitative metrics are not suffi-
cient to understand the behavior of LLMs and that they
are not a good proxy for real-world performance (Liu
and Liu, 2008; Novikova et al., 2017; Reiter and Belz,
2009; Liu et al., 2016). While these studies advocate
better quantitative metrics, our study proposes a new
framework based on qualitative evaluation.

7 Conclusion

We propose QUALEVAL, a qualitative evaluation
framework that provides a comprehensive way of eval-
uating models with a keen eye on model improvement.
Rather than rely on scalar quantitative metrics that ig-
nore the nuanced behavior of the model, QUALEVAL
augments quantitative metrics to test the model thor-
oughly and provides actionable insights through an in-
terpretable dashboard to improve the model iteratively.
We demonstrate that these insights are faithful and lead
to up to 15% relative improvement. Our work is the
first step towards building a data-scientist in a box.
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8 Limitations
QUALEVAL can faithfully discover relevant sub-tasks
and domains and can generate interpretable and ac-
tionable dashboards from model predictions. However,
we only demonstrate QUALEVAL on diverse language
tasks like code generation, summarization, and ques-
tion answering but do not demonstrate results on multi-
lingual and multi-modal tasks. Our evaluator model is a
closed-source model (GPT-3.5), and replacing it with a
performant open-source model will make our contribu-
tion more accessible to the community. We hope future
work will address these challenges and extend QUAL-
EVAL to be an even more general paradigm.

9 Ethical Considerations
Our work provides a potent way to ensure that certain
tasks performed by data scientists can be automated.
While this reduces the burden on them, it is also possi-
ble that it reduces the need to have a very large group of
them on a certain project. This might have workforce
implications. But the intention of the study is to show
that with the current LLMs, we can improve evaluation
by making it comprehensive.
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A Appendix
A.1 Prompts used in QUALEVAL

A.2 Model improvement
We first leverage QUALEVAL’s flexible LP solver to
generate domain assignments for training samples. We
then choose a base set of 250 training samples and
leverage the domain assignments to augment the train-
ing set by adding 250 additional samples from the train-
ing set from up to 3 different domains. Therefore we
randomly sample 250

N samples from the selected do-
mains, where N is the number of selected domains
(N ≤ 3). We experiment with different sets of do-
mains in Table 1. We then train the off-the-shelf Llama
2 model on these augmented datasets and present both
the ROUGE-L scores of the model on the selected do-
mains (refer to “QUALEVAL Aug.” columns) and the
overall improvement of the ROUGE-L score of the
model on the evaluation set (refer to “∆ – Overall” col-
umn). For the baseline, we use the same training set
but randomly augment the training set with 250 sam-
ples (refer to “No Aug.” columns).

A.3 Distance metric for skill usage calibration
We measure the distance between the affinity scores by
measuring the fraction of samples where the difference
between the affinity scores of the generation and the
ground truth is greater than 1.

A.4 Example natural language insight
A.5 Dashboards
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MBPP

Domain: Given the following examples,
What are relevant domains for the following
programs? Focus on the example programs
BUT be general. Structure the response as a
numbered list.

Sub-task: Given the example programs, What
are specific ATOMIC sub-tasks a machine
learning model need to be competent at for the
underlying task? Focus on the example pro-
grams BUT be general. [IMPORTANT] Do
NOT list the overall task as a subtask and be
GENERAL. Structure the response as: Sub-
task:. Generate a numbered list.

DialogSum

Domain: Given the following conversations,
What are relevant domains for the data? Focus
on the example data BUT be general. Structure
the response as a numbered list.

Sub-task: Given the example conversations,
What are specific sub-tasks a machine learning
model need to be competent at for the under-
lying task? Focus on the example data BUT
be general. [IMPORTANT] Do NOT list the
overall task as a subtask and be GENERAL.
Structure the response as: Subtask:. Generate
a numbered list.

MMLU (Clinical Knowledge)

Domain: Given the following examples, What
are relevant domains for the data? Focus on
the example data BUT be general. Structure
the response as a numbered list.

Sub-task: Given the example questions and
answers on clinical biology, What are the sub-
tasks a machine learning model needs to be
competent at to be a good medical assistant.
Focus on the example data BUT please be gen-
eral. [IMPORTANT] Do NOT list the overall
task as a subtask and be GENERAL while be-
ing GROUNDED in the example data. Struc-
ture the response as: Subtask: <subtask>.
Generate a numbered list.

Figure 8: Prompt used for discovering attributes across
different tasks.

Domain

Given the input to a language model, Rate
to what degree the input belong to each of
the following domains. Rate on a scale of
1-5, with 5 being compeletely belongs and 1
being not belonging at all. [Important] For
each domain, format the output as, [Domain
1: <domain>, Score: <score>, Evidence: <
Evidence for score>] [Domain 2: <domain>,
Score: <score>, Evidence: <Evidence for
score>] [Domain N: <domain>, Score:
<score>, Evidence: <Evidence for score>].
[Important] Make sure to include concrete
evidence based on the input to JUSTIFY the
score. Remember you are an ACCURATE,
FAITHFUL, CRITICAL and FAIR judge.

Subtask

Given the input to a language model, Rate
to what degree each of the following sub-
tasks are needed to successfully understand and
complete the task. Rate on a scale of 1-5,
with 5 being very used and 1 being not used
at all. [Important] For each subtask, format
the output as [Subtask 1: <subtask>, Score:
<score>, Evidence: <Evidence for score>]
[Subtask 2: <subtask>, Score: <score>,
Evidence: <Evidence for score>] [Subtask
N: <subtask>, Score: <score>; Evidence:
<Evidence for score>]. [IMPORTANT] Do
NOT add \n between subtask, score and expla-
nation. [Important] Make sure to include con-
crete evidence based on the input to JUSTIFY
the score. Remember you are an ACCURATE,
FAITHFUL, CRITICAL and FAIR judge.

Figure 9: Prompt for scoring attributes.
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Insight Generation

System: Given a holistic picture of the per-
formance of a machine learning model, you
are asked to summarize the model’s overall
performance.

Prompt: Given the above information, please
write a brief summary highlighting important
information. Please be precise and concise but
please be comprehensive.

A machine learning model is tasked with the
following task: { task instruction }

These are the subtasks/domains for the task:
list of subtasks/domains

In the evaluation data, these are the im-
portance scores of the Subtask/Domains:
{json.dumps(prior probabilities of subtasks
and domains)}

The following scores show how well
the model performs on the subtasks/do-
mains:{json.dumps(proficiency scores of
subtasks and domains)}

The following distance demonstrates how
much the domains/subtasks are actually used
for generating the output when they are re-
quried to generate the input. Therefore,
a low distance implies that the model is
utilizing the category when it needs to:
{json.dumps(correlation scores of category)}.
[Important] Lower distance implies the cate-
gory is leveraged when it needs to be used.

Figure 10: Prompt for generating insights.

QUALEVAL Insights

The machine learning model performs well on
various subtasks, with the highest scores in
“Understand test cases” and “Validate against
test cases”. It also excels in “Generate Python
syntax” and “Manage variable assignments and
data manipulation”. However, it could im-
prove in “Implement algorithmic operations”
and “Handling loops and conditionals”. The
model effectively utilizes the subtasks when
generating the output, particularly in “Gen-
erate Python syntax” and “Implement mathe-
matical operations”. In terms of domains, it
performs strongly in “Sequence Analysis” and
“String Manipulation”, while improvements
can be made in “Tuple Manipulation” and
“Number Manipulation”. Overall, the model
demonstrates proficiency in understanding the
requirements and generating accurate Python
code, with potential for further enhancements
in specific areas.

Figure 11: Natural language insights generated by
QUALEVAL for the davinci-2 model on MBPP.
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Figure 12: MBPP - DAVINCI-2
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Figure 13: MBPP - DAVINCI-3
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Figure 14: DialogSum - DAVINCI-2
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Figure 15: DialogSum - DAVINCI-3
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Figure 16: MMLU (Clinical Knowledge) - CURIE
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Figure 17: MMLU (Clinical Knowledge) - DAVINCI-2
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Figure 18: MMLU (Clinical Knowledge) - DAVINCI-3
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