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Abstract
This study explores and compares aspect-based sentiment analysis (ABSA) methodologies for literary-historical
research, aiming to overcome the limitations of traditional sentiment analysis in capturing the nuanced aspects of
literature. Through the analysis of an English corpus of 19th and 20th-century travelogues, the study develops
annotation guidelines and evaluates three ABSA toolchains: a rule-based system, a machine learning-based
approach based on both BERT and MacBERTh embeddings, and a prompt-based workflow using the open-source
generative large language model Mixtral 8x7B. Findings reveal insights into the challenges and potentials of ABSA
methodologies for literary-historical analysis, highlighting the need for context-aware annotation strategies, required
technical skills and time investment. The research contributes to the following: (1) the curation of a multilingual
corpus comprising 3078 travelogues sourced from online repositories in German, English, French, and Dutch; (2)
the publication of an annotated multilingual literary-historical dataset of travelogues for aspect-based sentiment
analysis, focusing specifically on environment-related aspects and their associated sentiment scores; (3) creation of
openly available and adaptable Jupyter Notebooks with the Python code developed for each modelling approach; (4)
publication of pilot experiments for ABSA on literary-historical texts using the English subset of the dataset; and (5)
formulation of future endeavors aimed at advancing ABSA methodologies within the realm of literary-historical research.
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1. Introduction

The influx of Natural Language Processing (NLP)
methodologies in literary-historical research set-
tings remains limited to date (Blevins and Ro-
bichaud, 2011; Kuhn, 2019; Kuhn and Reiter, 2015;
McGillivray et al., 2020; Suissa et al., 2022). Sen-
timent analysis (SA) in particular, a popular text
mining approach to automatically categorize tex-
tual entities as positive, neutral or negative, is criti-
cally regarded in literary studies, and often deemed
inept to cater to the meticulous research needs
of humanist researchers (Kim and Klinger, 2018b;
Schmidt and Burghardt, 2018). The reasons for this
critique stem largely from the fact that literary analy-
sis can hardly be fit to the inflexible polarity scheme
(“positive”, “neutral” and “negative”) employed by
contemporary SA-tools (Buechel et al., 2016; Kim
and Klinger, 2018a,b; Kim, 2022; Schmidt and
Burghardt, 2018). As a consequence, the appli-
cation of sentiment analysis in (digital) humanities
remains under-explored, and historians and literary
scholars are eventually nudged back to a familiar
praxis of close reading and manual analysis (Kim
and Klinger, 2018b,a; Kuhn, 2019).

1.1. Aspect-based sentiment analysis
To account for the rigid nature of SA-tools,
aspect-based sentiment analysis (ABSA) has

steadily gained traction. Rather than procuring
a polarity label on the level of the document,
paragraph or sentence, ABSA systems operate on
the aspect-level by combining multiple information
extraction subtasks to extract 1) aspect terms
2) aspect categories, 3) opinion terms and 4)
sentiment polarities (Birjali et al., 2021; Zhang
et al., 2022).

While ABSA is an up-and-coming area of re-
search in NLP, and opening up promising avenues
and levels of granularity for sentiment mining, its
application currently remains limited to commercial
domains such as customer reviews (Zhang et al.,
2022). To the knowledge of the authors, the
application of ABSA has thus far not been explored
for literary-historical textual material.

Unsurprisingly so, perhaps, given that affec-
tive patterns in literature often deliberately
transcend conventional linguistic structures to
translate the enigmatic realm of the intimate
human experience (Rebora, 2023). Furthermore,
NLP tools are known for introducing their very
own implicit (sentiment) theories and biases,
contributing an additional stratum of opacity to
their application. The rapid advancement of
NLP-tools from explainable rule-based systems
to models which try to capture abstractions of
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human reasoning further complicates its use in
literary analysis contexts, where a demarcation
of perspective is paramount. Consequently, a
cross-pollination of practices between the two
fields is further dwindling, requiring an increasingly
intricate set of computational skills and knowledge
to build methodological bridges and foster mutual
understanding (McGillivray et al., 2020; Rebora,
2023).

The current divide raises the question of whether
ABSA as a technique could be a way to circumvent
the rigidity of conventional SA-models - granting a
more fine-grained and explainable perspective on
aspect representation and sentiment expression in
literary text. Answering to the calls for exploratory
research and evaluation of NLP-based methods,
this study presents a pilot endeavor to test a num-
ber of ABSA methodologies for literary-historical
research contexts (Rebora, 2023).

2. Related work

2.1. Aspect-based sentiment analysis in
computational literary studies

In contemporary settings, ABSA is often used in
the context of e-commerce to achieve a better
understanding of public opinion towards specific
aspects of their offered services and products, or
to analyze opinions expressed on social media plat-
forms (Mowlaei et al., 2020; D’Aniello et al., 2022;
Troya et al., 2022). While sentiment categories are
usually constrained to a five- or three-point scale
– previous work explored fine-grained emotion
categories tied to an aspect to improve customer
relation management (De Geyndt et al., 2022).

Literature on ABSA is characterized by its
scattered nature, and the scientific terminology
employed to delineate this task lacks uniformity.
While “aspect-based sentiment analysis” is largely
accepted as the standard nomenclature – the
task has been referred to as ACOD (aspect-
category-opinion-sentiment quadruple extraction),
TOWE (target-oriented opinion word extraction)
(Xu et al., 2020), ELSA (entity-level sentiment
analysis) (Rønningstad et al., 2023), TSA (targeted
sentiment analysis) (Zhang et al., 2016), ASAP
(aspect category sentiment analysis and rating
prediction) (Bu et al., 2021) among a myriad of
other denominations. Indeed, “the terminologies
of ABSA studies are often used interchangeably,
but sometimes they have different meanings
according to the context [...] This may cause
unnecessary confusion and often makes the
literature review incomplete (Zhang et al., 2022).”.
Next to the mere terminological nature of this

debate – what is defined as an aspect and a
sentiment differs across applications and “must
be treated using completely different approaches
as they lead to different kind of results” (D’Aniello
et al., 2022). While this fuzzy use of terminology is
likely not the primary impediment to the adoption
of this technique in DH settings – it may further
obscure the definition of the methodology itself
and the necessary distinct subtasks involved,
posing an additional hurdle for scholars less
familiar with NLP jargon when attempting to inte-
grate this technique or assess its application range.

Depending on the desired output, different
learning strategies are combined for the aspect
recognition and sentiment analysis subtasks
respectively – ranging from unsupervised (e.g.: fre-
quency, statistics, heuristics, dependency parsing,
rule-based approaches, zero-shot classification
or topic modelling, etc.), semi-supervised (e.g.:
lexicons and lexicon generation, dependency trees
or knowledge graphs, etc.), and supervised (e.g.:
machine learning, decision trees, neural networks,
etc.) strategies (Birjali et al., 2021; D’Aniello et al.,
2022; Keshavarz and Abadeh, 2017; Pattakos,
2021; Xu et al., 2021; Zhang et al., 2022). In more
recent work, the power of generative language
models for zero-shot and few-shot classification
were also explored (Hosseini-Asl et al., 2022;
Pangrazzi, 2022; Vector Institute, 2023).

Considering the traction gained by tasks such
as Named entity recognition (NER), relation
extraction (REX) and sentiment analysis (SA) in
humanist research (Al-Razgan et al., 2021; Arnoult
et al., 2021; Gamallo and Garcia, 2019; Jänicke
et al., 2017; Li, 2022; Neudecker, 2016; Pineda
et al., 2020; Todorov and Colavizza, 2020; Won
et al., 2018) – it is but a small step to envision
the potential of ABSA, which amalgamates the
capabilities of these individual techniques. Apart
from recent work which compares the application
of ChatGPT to an in-house fine-tuned BERT
architecture applied to a set of literary reviews
(Martens et al., 2023) – ABSA has not yet been
applied within the domain of computational literary
studies.

While positing ABSA as a panacea would
be a gross exaggeration, trying new methodologies
to assess the applicability of NLP in DH practice is
paramount. Rather than presenting a full-fledged
solution, this study aims to answer to the calls for
an exploratory approach in NLP-infused literary
analysis methodologies, guided by the principle
that “a criticism of the tools and methods currently
adopted in sentiment analysis is as necessary as
a free exploration of its potential (Rebora, 2023)”.
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2.2. Annotation and evaluation
While the annotation process is widely considered
essential for the development and evaluation of in-
formation extraction tasks, literary texts are known
to be extraordinarily tedious and difficult to annotate
due to their subjective nature and stylistic proper-
ties (Kleymann and Stange, 2021; Ivanova et al.,
2022; Ehrmann et al., 2021). Figurative language
such as metaphors, personification and metonymy;
stylistic and language-specific peculiarities across
authors’ works and the specific research needs of
literary scholars and historians hamper a standard-
isation of annotation practices across the entire
literary domain (Bamman et al., 2019). Additionally,
the historical variety space in which a text resides
further obfuscates its interpretation and, therefore,
the annotation process for targeted information ex-
traction tasks (Plank, 2022).

Despite previous attempts at the creation of an-
notated datasets and annotation frameworks for
NER within the domain of English literature by for
example LitBank (Bamman et al., 2019) and the
calls for targeted approaches and “agreed-upon
annotation guidelines to be used for the annotation
of literary novels (Ivanova et al., 2022)” - the highly
individual text analysis needs of literary scholars
and historians require a more flexible approach
(D’Aniello et al., 2022; Jacobs, 2019; McGillivray
et al., 2020).

Regarding evaluation, utilizing or merging exist-
ing datasets to serve as a benchmark representa-
tive of the “literary data” domain has not yielded
fruitful results. Because of the wide variety of an-
notation practices and the diverse characteristics
featured across these test sets, using different par-
titions of the gold standard annotations may lead
to vastly different evaluation outputs (Ivanova et al.,
2022). Additionally, NLP-native evaluation metrics
such as accuracy and F1 scores often do not cater
to the meticulous evaluation practices in the human-
ities - thus making annotation and evaluation “[. . . ]
all the more challenging as the scope of needs
and applications in humanities research is much
broader than the one usually addressed in modern
NLP (Ehrmann et al., 2021)” (Klinger et al., 2020;
Rebora, 2023).

3. Methodology

3.1. Travelogues as data
As a use-case to test these methodologies,
attention is geared towards the application of
ABSA to a textual corpus of travelogues from the
19th and 20th centuries.

Travelogues are an extraordinarily interest-
ing source in this respect - as they constitute

an idiosyncratic lens on the author’s travel ex-
periences - thus granting readers an intimate
glimpse into the writer’s identity and views on
their surroundings (Colletta et al., 2015; José
and Joseph Parathara, 2018; Sprugnoli, 2018).
Leveraging this unique characteristic, the study
zooms in on a set of aspects related to the
environment as perceived and documented in the
travelogue. Not only standard aspects such as
people, locations, organizations are annotated,
but we further enriched the data with aspect an-
notations related to weather phenomena, natural
landforms, human landforms, biomes, fauna, and
flora. While beyond the current study’s scope, the
resulting open-source dataset could serve as a
catalyst to foster a more profound understanding
of the historical value attributed to nature through
literary analysis, or as a benchmark dataset for
future ABSA methodologies in the literary-historical
domain (Virdis, 2023; Correia et al., 2021; Langer
et al., 2021; van Erp et al., 2018).

1. Dataset collection: as a first step, the col-
lection of a multilingual corpus comprising of
3078 non-fictional travelogues from the 19th to
the 20th century in English, French, Dutch and
German from a range of online repositories is
described.

2. The development of annotation guidelines
tailored to the annotation of aspects and senti-
ments in travelogues is explained, as well as
the selection of annotators. As a proof of con-
cept, a subset of the corpus consisting of 58
texts across languages is subjected to anno-
tation according to these guidelines by three
trained student annotators.

3.2. ABSA pipeline development

The development and evaluation of three ABSA-
pipelines, one supervised system and two un-
supervised systems, is further detailed.

1. A rule-based system is developed for 1) as-
pect extraction based on spaCy’s noun extrac-
tion module, 2) opinion word identification us-
ing spaCy’s POS-tagger to extract adjectives,
adverbs and auxiliary constructions and 3) sen-
timent analysis based on the extracted opin-
ion words using the SenticNet package. In
the case of negated sentiment words, NLTK’s
synset module was used to fetch the word’s
antonym and generate a score (Loper and
Bird, 2002; Cambria et al., 2020; Montani et al.,
2023).

2. A machine learning-based pipeline is de-
veloped in two steps. The aspect extraction
task is tackled by training two Flair-based
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sequence taggers on the annotations. One
of the sequence taggers is based on BERT
embeddings, while the other is trained using
MacBERTh embeddings. Their performances
are evaluated on the gold standard aspects
using 5-fold cross-validation, and compared.
For the sentiment analysis task, BERT and
MacBERTh models were fine-tuned on the
gold standard aspects. These embeddings
subsequently serve as input for diverse ma-
chine learning classification architectures, in-
cluding SVM, AdaBoost, Random Forest, and
MLP classifiers (Devlin et al., 2019; Manjava-
cas Arevalo and Fonteyn, 2021; Greve et al.,
2021).

3. A prompt-based zero-shot workflow using
the multilingual generative Large Language
Model Mixtral-8x7B-Instruct-v0.1 is developed.
Experiments with prompts, parameter settings
and output parsing steps are discussed for the
aspect and sentiment extraction tasks respec-
tively (Jiang et al., 2024).

Our developed methodologies are compared in
terms of time investment, required expertise, and
the level of transparency and usability for humanist
research purposes. The final evaluation is con-
ducted from a methodological point of view, and
not geared towards the improvement or compari-
son of model performances. Furthermore, we eval-
uate the suitability of the ABSA approaches for the
literary-historical domain and propose directions
for future research.

4. Results and discussion

4.1. Data gathering
The travelogues feature diverse genres such as
nature writing, travel memoirs, journals, and poetry.
It must also be acknowledged that a non-fictional
nature of these texts cannot be fully assumed –
as these stories are often, though not always, a
concoction of fact and fiction. The documents were
sourced from various online repositories as out-
lined below, and resulted in a dataset of 3,320 texts
across the languages English, French, Dutch and
German as shown in Table 1. Opposite to the other
collections, the texts gathered from the Biodiver-
sity Heritage Library as well as those fetched from
the Travelogues project included OCR-related mis-
takes. Using the garbageness score as a quality fil-
ter, the most extreme cases were filtered out (Ryan,
2015).

1. Travel-related texts from the Biodiversity Her-
itage Library1 were scraped via API using

1https://www.biodiversitylibrary.org/

travel-related terms and primarily feature non-
fictional travel reports by biologists and natu-
ralists .

2. The subcollection sourced from DBNL (Digi-
tale Bibliotheek voor Nederlandse Letteren) 2

consists mainly of Dutch stories and reports on
colonial explorations by Dutch-speaking set-
tlers.

3. Italian travel reports comprise narratives about
Italy written by English authors in the 1930s
(Sprugnoli, 2017).

4. The Arctic Travellers dataset was manually col-
lected from the Internet Archive3.

5. Non-fictional travel reports were gathered from
Project Gutenberg4.

6. A set of German travelogues from the Travel-
ogues project, available for download on their
GitHub repository, were automatically com-
piled by domain experts (Rörden et al., 2020)5.

Language 18thC 19thC 20thC Total
English 41 782 668 1,491
French 5 145 50 200
Dutch 25 92 242 359
German 972 218 80 1,270
Total 1,043 1,163 897 3,320

Table 1: Overview of languages contained in the
travelogues corpus (approx. 5,000 tokens/text)

Finally, 58 texts were annotated across all the
languages present in the corpus (English, French,
Dutch and German) using the platform INCEPTION
(Klie et al., 2018). As a proof of concept, this work
focuses on the English subset of this gold standard
data. This is a subset of 22 texts. After training
the students to use the annotation platform and the
annotation guidelines, 14 texts of approximately
500 tokens each were annotated by all annotators
to calculate the inter-annotator agreement (Fleiss’
kappa score) for the aspect categories and the sen-
timent annotation on both aspect and sentence
levels as shown in Table 2. Interestingly, these re-
sults indicate that students found it more difficult
to annotate sentiment on the level of the sentence
than on the level of the aspect. This may be be-
cause it is simply harder to assess the sentimental
value of an entire sentence. While the Kappa score
for the aspect categories PERSON, LOCATION,

2https://www.dbnl.org/
3https://www.archive.org/
4https://www.gutenberg.org/
5https://www.travelogues-project.info/
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ORGANISATION, FAUNA, FLORA, BIOME, HU-
MAN_LANDFORM, NATURAL_LANDFORM, NAT-
URAL_PHENOMENON, WEATHER, MYTH and
BIOME was quite high, categorization of these as-
pects is not the focus of this work.

Annotation Kappa
Aspect category 0.88
Sentiment (aspect) 0.64
Sentiment (sentence) 0.24

Table 2: Overview of the inter-annotator agreement
Fleiss’ Kappa scores across sentiment and aspect
annotations for English

4.2. Annotation process
Student annotators were chosen based on their lan-
guage proficiency across the languages featured
in the corpus. The students were working on stud-
ies in history or multilingual communication. At all
times, with the exception of the annotations used
to calculate the IAA, the students were allowed to
engage in discussions with one another to foster an
exchange of historical and linguistic expertise. The
texts’ metadata was released to the students and
included information on release dates, full titles and
authors, allowing them to look up more contextual
information if needed. Discussions regarding re-
curring ambiguous aspect categories often sponta-
neously took on a rather philosophical nature (e.g.:
should we indicate "God" as a PERSON or MYTH
aspect?), and decisions were gradually adjusted
depending on the cases encountered. Metaphors
also regularly surfaced (e.g.: "Eternal City" as a
denomination for "Rome") and annotated.

Because we attempt to model the readers’ evalu-
ative response to the text rather than the intended
sentiment value of the author, the students were
asked to annotate sentiment based on their own
affective evaluation of the text. Given the unpre-
dictable shape of literary text, the only rule imple-
mented to distinguish between the extreme cate-
gories 1 and 5 was the presence of intensifiers in
the chunk (adverbs such as "very" or "extremely").
It quickly became evident during our discussions
that the five-point scale for sentiment introduced too
much ambiguity, and during the modelling phase it
was decided to compress the categories to a three-
point scale and compare performances. Examples
of ambiguous cases are legion and their thorough
discussion could easily be the subject of separate
research efforts. One example is shown in Figure 1,
where a colonial traveller discusses an encounter
with the indigenous Indian population and refers
to them in his travelogue by describing them as
"civilised". Our annotator deemed this a positive
expression connected to the aspect "Indians", but

given the colonial context in which this text was writ-
ten, the need of the author to explicitly mention the
"civilised" nature of these people expresses a level
of surprise, harbouring a condescending and thus
negative depiction of the aspect indians through a
contemporary reader’s lens.

Figure 1: Example of ambiguous sentiment anno-
tation.

Another example depicted in Figure 2 showcases
the layered sentimental expression often present in
literary sentences, and underlines the usefulness
of ABSA as a fine-grained methodology.

Figure 2: Example of the annotation of layered
sentimental expression in a single sentence.

4.3. Aspect extraction
Our annotations were converted to a BIO-format,
and the output of our aspect extraction models was
evaluated using the nervaluate package6 and a
strict macro F1 approach and shown in Table 3.

4.3.1. Unsupervised approaches

Our rule-based system constituted a simple ap-
proach which follows the notion of noun chunks
as optimal aspect candidates, while adjectives and
adverbs serve as potential opinion words - as sug-
gested by previous work (Anwar et al., 2023; Nand-
hini et al., 2018; Mai and Zhang, 2020; Nandhini
et al., 2018; Anwar et al., 2023). SpaCy was used
to extract nouns and proper nouns from the noun
chunks which were then converted to BIO-format
and evaluated against the annotations. The dis-
crepancy of our annotations and this rather one-
dimensional approach is reflected in the low strict

6https://pypi.org/project/nervaluate/
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F1 scores (0.20). A manual analysis of the errors
showed that the rule-based system’s mistakes are
logically mostly due to extraction of irrelevant nouns
as aspects (e.g.: "Sunday", "a brief visit", "lower
end", "ugliness", "unusual distance") which are not
part of the categories under consideration. Con-
versely, in some cases, the approach revealed en-
tities that were missed by the annotators.

The other unsupervised system using the gener-
ative Mixtral-8x7B-Instruct-v0.1 model, was imple-
mented through the LangChain development frame-
work as a zero-shot approach (Harrison, 2022). Be-
ing a recently developed technology at the time of
writing, pitfalls and strengths of these generative
LLMs across domains are yet to be discovered.
The biggest challenge for a digital humanist to over-
come here is not necessarily producing the code
itself, but finding the correct way of constructing
a prompt of which the output can be consistently
parsed while retaining awareness of the model’s
inherent bias and tendencies to hallucinate. Us-
ing a development set of annotated samples as
input texts, we experimented with the temperature
setting, which was eventually set to the low value
of 0.01 as this intuitively renders the least convo-
luted results. To make the output easy to parse, we
designed a JSON output schema as the example
shown in Figure 5 and asked the model to gener-
ate the output accordingly. Without this structural
element, the model’s output was unstructured and
consequently impossible to parse consistently.

Categories were added as context information
as a string object, and included a short definition
for each category between brackets. The input sen-
tence was indicated in the prompt using designated
symbols to ensure the model relies solely on the in-
put sentence to construct an answer. The finalized
prompt is shown in Figure 3. A clear task descrip-
tion ("Extract the relevant named entities from the
given sentence") was used as input. Upon experi-
mentation, it became clear that the model produced
better results when asked to extract "named enti-
ties" as compared to "aspects". It was noted that in
both cases, the model extracted common names,
personal pronouns ("he", "her") as well as proper
names, which may need to be tweaked through
the prompt depending on the use-case. Interest-
ingly, the concept of "location" was quite literally
interpreted by the model, and snippets such as
"convenient places", "over there" and "the latter
place" were also extracted. We experimented with
adding a personality to the model (e.g.: "You are
a historian and literary scholar with expertise on
historical travel literature"). Interestingly, adding
this feature sometimes caused the model to add an
unrequested lengthy explanation about its reason-
ing, a feature which could be useful for humanists
to adjust their prompting techniques and decide on

Figure 3: Prompt for aspect extraction

which contextual information and examples to add
in a few-shot setting, allowing for an adequate and
intuitive human-in-the-loop setting.

While the results of this approach on a held-out
test set are not high (0.34 F1), the output was still
impressive considering the limited contextual infor-
mation that was given in the prompt, and warrants
further research in this domain.

4.3.2. Supervised approach

Our machine-learning based aspect extraction
model was made using Flair’s SequenceTag-
ger module, and evaluated through 5-fold cross-
validation on equal splits of the data. BERT- and
MacBERth-embeddings were used respectively to
train two different taggers. Surprisingly, the BERT
embeddings in this case rendered a better macro
F1 score (0.62) and trumped the MacBERTh em-
beddings made for historical English (0.59). The
code for this operation was easy to retrieve and
adapt through Flair’s documentation, but does re-
quire a basic understanding of embeddings and
parameter settings.

Unsupervised models F1
Rule-based system 0.20
Mixtral 8x7b 0.34
Supervised models
SQT Flair BERT
SQT Flair MacBERTh

0.62
0.59

Table 3: Overview of scores for the English aspect
extraction models on a test set

4.4. Sentiment analysis
4.4.1. Unsupervised approaches

For the rule-based system, we wanted to evaluate
the system on the text snippets that were labelled
with a sentiment and connected to an aspect in
the gold standard data. Thus, we had to look for
language-specific tools that were able to output
a sentiment score based on a given text chunk.
For English, luckily, quite a few lexicon-based tools
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are available for sentiment analysis. Eventually,
the tool Senticnet was applied and evaluated on
the opinion words in the annotated data (Cambria
et al., 2020). This tool was chosen for its ease of
use and transparency in terms of the used emotion
ontology and polarity scoring principles. Using a
sigmoid function, the resulting float scores returned
by Senticnet ∈ [−1 : 1] were normalized into a [0:1]
float range for each sentiment-bearing word. The
final "sentiment score" is the mean of the scores for
each word. After that, a threshold was determined
and linked to a respective sentiment label (if the
mean score is equal to or less than 0.20, the senti-
ment label is 1; if the score is equal to or similar to
0.40, the sentiment label is 2 and so forth) to match
the range of the annotations. Negations occurring
in the noun phrases (e.g.: "not beautiful") were ad-
dressed by finding the antonym of the negated word
using NLTK’s synsets module - and then applying
SenticNet to the fetched antonym (Loper and Bird,
2002). Intensifiers, given that these were explicitly
mentioned in the annotation guidelines and are thus
expected to influence the annotations, were consid-
ered by checking whether an adverb is present in
the noun phrase, and pushing the mean score into
category 1 if it’s below or equal to the 0.50 thresh-
old, or 5 if it’s above. As shown in 4, the system
consistently performed better when compressing
the scoring system in the 1-3 range. The packages
used, while multilingual, are not tailored to histori-
cal language, which was not a serious shortcoming
for English, but undoubtedly would be in the case
of lesser-resourced (historical) languages, which
makes this approach less advisable in most cases.

The prompt for the Mixtral 8x7b was constructed
much in the same way as that of the aspect ex-
traction. A clear indication of the sentence under
consideration and an expected output structure as
shown in Figure 5 was confirmed to be really im-
portant. Here, too, the personality addition ("you
are a historian") made for a more convoluted output
and produced a string of reasoning, which made
the output unpredictable and difficult to parse, but
was interesting to further scrutinize. In one exam-
ple, the aspect "officers" in the sentence "[...] he,
accordingly to a plan long since proposed , formed
the Indians into Companies and by degrees taught
them to feel the convenience of having officers set
apart to each , which they were soon not only recon-
ciled to but highly pleased with , by which means he
gave some degree of method and form to the most
Independent race of the Indians [...]", was positively
evaluated, because, according to the model: "The
sentence expresses that the officers were able to
teach the Indians to feel the convenience of having
officers set apart to each, which they were soon
not only reconciled to but highly pleased with. This
implies that the officers were able to positively in-

Figure 4: Prompt for sentiment analysis using Mix-
tral 8x7b

Figure 5: Output JSON schema for sentiment anal-
ysis using Mixtral 8x7b

fluence the Indians and make them feel more orga-
nized and structured.", echoing a contextless and
historically unnuanced assessment of the text ma-
terial which may be considered dangerously biased
in research contexts.

Unsupervised models F1
Rule-based system (1-5)
Rule-based system (1-3)

0.32
0.37

Mixtral 8x7b (1-5)
Mixtral 8x7b (1-3)

0.33
0.42

Table 4: Overview of unsupervised sentiment
model scores for English

4.4.2. Supervised approaches

Our approach was adapted from previous work
by Greve et al. (2021), which trained embeddings
using BERT and used them as features in ma-
chine learning models to differentiate between pos-
itive and negative literary reviews. BERT and
MacBERTh embeddings were trained for sentiment
labels on a 1-5 point scale and labels on a 1-3 point
scale respectively, and used as input for a variety
of ML-models (SVM, MLP, RF and AdaBoost). The
MLP classifier, a Multi-Layer Perceptron classifier,
consistently outperformed the other networks as
shown in Table 5.
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Embeddings Model F1

BERT (1-5)

SVM
MLP
RF
AdaBoost

0.53
0.56
0.49
0.42

MacBERTh (1-5)

SVM
MLP
RF
AdaBoost

0.55
0.57
0.49
0.43

BERT (1-3)

SVM
MLP
RF
AdaBoost

0.60
0.61
0.50
0.50

MacBERTh (1-3)

SVM
MLP
RF
AdaBoost

0.57
0.62
0.51
0.49

Table 5: Overview of supervised sentiment model
scores for English

4.5. Qualitative comparison of
methodologies

Designing the rule-based model was a time-
consuming process, and requires not only thorough
knowledge of the content of the data, but also of the
linguistic manifestation of sought-after information.
While most corpora for literary-historical use-cases
are indeed limited in size, nouns phrases are, as
expected, unfit to uncover complicated literary ve-
hicles such as metaphors and simile, which may
skew results. Additionally, sentiment lexica and
tools for historical vernaculars were hard to find for
the English language domain, let alone for other
lesser-resourced languages, which would be a con-
siderable impediment for developing a rule-based
system in most DH research settings. However,
the transparency of this white-box approach does
grant the user a sense of control over the output,
and does not require a thorough knowledge of mod-
elling practices. Summarized, this approach seems
advisable in the case of small corpora and cases
where the grammatical structure of the aspects
to be extracted is known and relevant to the use-
case, or where sentiments are expressed using
predictable words and formulae.

In the case of the generative model Mixtral, it was
noted that the model sometimes had a tendency to
hallucinate aspect categories that were not given in
the prompt. Depending on how the prompt is formu-
lated, the output included unrequested information
beyond defined aspects or sentiment categories,
and was sometimes unpredictable in shape and
thus difficult to parse. Additionally, how a senti-
ment value is calculated exactly based on the input
sentence is not clear, and one must keep into ac-
count that even this output may be no more than a

model’s best guess. From a technical point of view,
this approach is quickly gaining traction at the time
of writing, as many new open- and closed-source
models and prompting techniques are being devel-
oped. This oversupply could make it challenging
for the humanist researcher to find a fitting and well-
documented generative open-source approach for
a specific use-case. Multiple existing frameworks
and models are currently behind a pay-wall, which
raises questions regarding the privacy of research
output and impedes widespread use. The open-
source models through HuggingFace have installed
a limit on server requests, which should be taken
into account when planning to apply this methodol-
ogy to large datasets. Indeed, it is possible to use
these models to produce output quite easily, even
with a basic understanding of the inner workings
of generative LLM and programming, which makes
them an attractive option for information extraction,
but a thorough evaluation of its output is advised.

Machine learning and deep learning approaches
have been favoured in computational literary-
historical settings in the last couple of years. Log-
ically, fine-tuning these systems creates output
which remains more faithful to the annotations
than the rule-based or generative model-based ap-
proaches, making it a reliable methodology in this
context. Adapting existing code or creating new
systems requires at least basic background under-
standing of embeddings, Tensor operations and a
meta-understanding of neural networks and mod-
elling using the HuggingFace platform. For digital
humanists without this knowledge of NLP-practices,
adapting and implementing this code may be too
time-consuming. Additionally, machine learning
models are data-hungry, and the effort required to
produce annotations and enable training may be
disproportionate if its application will be limited to a
small case-study.

4.6. Contributions
This study makes the following contributions that in-
cludes the sharing of annotated data to knowledge
on these practices:

1. A novel multilingual dataset of 3,320 travel-
ogues ranging from the 19Th until the 20Th
centuries is gathered from a range of online
sources and made public on our GitHub repos-
itory 7.

2. Insights are formulated on the creation of an-
notation guidelines and their application to the
literary-historical domain.

3. The annotated subset of this dataset for aspect-
based sentiment analysis in English, Dutch,

7https://github.com/TessDejaeghere/Travelogues
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German and French as well as the annotation
guidelines used are made open-source, en-
couraging reuse for further research endeav-
ours in the domain of aspect-based sentiment
analysis and literary-historical research on trav-
elogues.

4. We introduce pioneering work on the as-
sessment of aspect-based sentiment analy-
sis methodologies for the domain of computa-
tional literary studies, ranging from white box
rule-based techniques to state-of-the-art black
box techniques using a generative LLM. The
code developed for this research is made open-
source in the form of annotated Jupyter Note-
books to facilitate adaptability and reuse by
computational linguists and (digital) humanists
alike.

5. Conclusion and future research

The research explored three methodologies for
ABSA in literary-historical research contexts. First
and foremost, it must be noted that annotating bio-
diversity in travelogues is a fully-fledged research
project an sich. Annotating literary-historical texts
for research purposes is exceptionally challenging,
and as opposed to the breadth-oriented approach
in contemporary NLP settings, Digital Humanists
can hardly escape the depth-oriented strategy to
cater to their meticulous needs. Rather than adopt-
ing an exploratory lens, it is advised to use these
information extraction techniques for well-defined
research ends, and the availability of sufficient data
and time should warrant its development (Chun and
Elkins, 2023). The methodologies assessed come
with their unique set of advantages and disadvan-
tages: in the absence of sufficient annotated ma-
terial, a large corpus as a use-case or knowledge
of NLP practices, machine learning approaches
may oftentimes not merit the effort. Rule-based
systems do not require this knowledge of NLP-
techniques and may work well in settings where
the aspect and the sentiment expressions follow
strict and formulaic patterns, but are often time-
consuming to create. Unlike the level of expertise
required for ML approaches, the methodology in-
volving prompting the generative LLM Mixtral 8x7b
is fairly straightforward. However, one must tread
with great care when applying this methodology for
literary-historical research applications, as our ex-
periments confirmed the tendency of these models
to hallucinate unrequested information. Addition-
ally, specifically in the case of sentiment analysis,
it is unclear how the engine makes its assessment.
At the time of writing, a myriad of new models are
created on a daily basis, which makes choosing an
adequate model rather challenging. Researchers
should also be aware of privacy concerns when

using closed models versus open-source models
on their dataset. However, generative LLMs could
present an exciting new way to answer the call for a
grey-box human-in-the-loop approach, but further
research is needed to explore pitfalls and possible
evaluation schemes:

• Future research may delve into the implemen-
tation of ABSA within a case-study framework,
juxtaposed with a manual methodology for
comparison.

• Using the novel multilingual travelogues
dataset annotated for ABSA presented in our
research, we aim to gear our future efforts to-
wards methodological research expansion in
sentiment analysis, NER and ABSA across di-
verse linguistic and literary-historical contexts.
Future research endeavors might be directed
towards the development of novel evaluation
methodologies that transcend the conventional
metrics employed in NLP. Such inquiries could
contemplate whether outputs divergent from
gold standard data necessarily constitute in-
accuracies, or if they offer alternative perspec-
tives that could augment human assessment.

• Further exploration into generative models
across varied contexts presents an intriguing
avenue. This includes investigating the impact
of bias and model hallucinations on information
extraction tasks like ABSA, as well as exper-
imenting with different prompting techniques,
incorporating contextual information, and even
diverse modalities. Such endeavors could es-
tablish the groundwork for a human-in-the-loop
grey-box evaluation methodology, wherein re-
searchers engage in dialogue with the corpus,
assess output samples, and adapt prompts
accordingly.
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