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Abstract
Time-Sensitive Question Answering (TSQA) is to answer questions qualified for a certain timestamp based on
the given document. It is split into easy and hard modes depending on whether the document contains time
qualifiers mentioned in the question. While existing models have performed well on easy mode, their performance is
significantly reduced for answering hard time-sensitive questions, whose time qualifiers are implicit in the document.
The intuitive idea is to match temporal events in the given document by treating time-sensitive questions as a
temporal event of missing objects. However, not all temporal events extracted from the document have explicit time
qualifiers. In this paper, we propose an Event-AL framework in which a graph pruning model is designed to locate
the timespan of implicit temporal events by capturing temporal relations between events. Moreover, we present
an abductive reasoning module to determine proper objects while providing explanations. Besides, as the same
relation may be scattered throughout the document in diverse expressions, a relation-based prompt is introduced
to instruct LLMs in extracting candidate temporal events. Extensive experiments and results show that Event-AL
outperforms strong baselines for hard time-sensitive questions, with a 12.7% improvement in EM scores. In addition,
it also exhibits great superiority for multi-answer and beyond hard time-sensitive questions.

Keywords: Time-Sensitive Question Answering, Temporal Event, Abductive Reasoning, Graph Pruning

1. Introduction

Time-Sensitive Question Answering (TSQA) is to
answer questions containing time qualifiers based
on the given document (Chen et al., 2021; Wang
et al., 2022). According to statistics, about 48%
of the qualifiers are related to time in the Wikidata
(Vrandecic and Krötzsch, 2014), widely used in
daily life. So, it is crucial for applying language
models to the real world (Tan et al., 2023). To eval-
uate the levels of models over temporal reasoning,
TSQA is further split into easy and hard modes de-
pending on whether the document contains time
qualifiers mentioned in the question. As shown in
Figure 1(a), time qualifiers are explicit in the docu-
ment for easy questions, such as “Which team did
Attaphol Buspakom play for from 1985 to 1989?".
However, hard time-sensitive questions are implicit,
such as “Which team did Attaphol Buspakom play
for from 1989 to 1990?". Therefore, answering
hard questions without explicit time mentioned in
the given document is not trivial.

Existing models have struggled to address hard
time-sensitive questions, though they have made
great progress for easy mode (Zaheer et al., 2020;
Izacard and Grave, 2021; Raffel et al., 2020), as
shown in Figure 1(b). Pre-trained language models
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may excel at representing the text itself by fine-
tuning large-scale data. Amazingly, Large Lan-
guage Models (LLMs) perform poorly in TSQA, al-
though they have recently demonstrated remark-
able capabilities in solving various complex reason-
ing tasks, including mathematical reasoning (Imani
et al., 2023; Stolfo et al., 2023), logical reason-
ing (Choudhary and Reddy, 2023). Several recent
efforts indicate that LLMs may have difficulty under-
standing temporal concepts, including sequential,
overlapping, and inclusive relationships between
dates (Zhu et al., 2023; Nye et al., 2021). From
another perspective, ChatGPT has comparable per-
formance for answering easy and hard questions.
Therefore, exploring hard questions implicit in the
document and LLMs is interesting.

The intuitive idea is to match temporal events in
the given document by treating the time-sensitive
question as a temporal event without an object (i.e.,
(s, r, ?o, t)), where a temporal event consists of the
subject s, relationr, objecto and time qualifierst. For
example, “Which team did Attaphol Buspakom play
for from 1985 to 1989?" could be parsed as “(At-
taphol Buspakom, play for, ?o, from 1985 to 1989)".
However, not all candidate temporal events have
explicit time qualifiers (i.e., (s, r, o, ?t)) since they
have not existed in the document, such as tempo-
ral event ‘E3’ in Figure1. It severely hinders the
feasibility of this idea.

In this paper, we propose a novel Event-based
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Document: Attaphol Buspakom (1 October 1962 – 16 April 2015) was a Thai

national and football coach. . . (21 words). He played for the Thailand national

football team, appearing in several FIFA World Cup qualifying matches. Attaphol

began his career as a player at [Thai Port FC]answer Authority of Thailand in

1985. In his first year, he won his first championship with the club. He played for

the club until 1989 and in 1987 also won the Queen's Cup. He then moved to

Malaysia for [Pahang FA]answer, then return to Thailand to his former club. His

time from 1991 to 1994 was marked by less success than in his first stay at Port

Authority. Then he played for Pahang again until 1996. . .(992 words).

[Easy Time-Sensitive Question]
Which team did Attaphol Buspakom

play for from 1985 to 1989?

[Answer – FiD]

Thai Port FC

[Answer – ChatGPT]
Thai Port FC (Authority of Thailand).

(a)

21.7

42.4

46.8

24.6

51.2

60.5

0 20 40 60

ChatGPT

BigBird

FiD

EM Score (%)

(b)

𝑬𝟏: Carlos Alberto Etcheverry plays for Boca Juniors from UNK to UNK.

𝑬𝟐: Attaphol Buspakom plays for Thai Port FC from 1985 to 1989.

𝑬𝟑: Attaphol Buspakom plays for Pahang FA from UNK to UNK.

𝑬𝟒: Attaphol Buspakom plays for Thai Port FC from 1991 to 1994. 

𝑬𝟓: Attaphol Buspakom plays for Pahang FA from UNK to 1996.

[Hard Time-Sensitive Question]
Which team did Attaphol Buspakom

play for from 1989 to 1990?

[Answer – FiD]

Thai Port FC

[Answer – ChatGPT]
Port Authority of Thailand (Thai Port FC)

15.7

10.3

11.9

TimeQA-Hard

FT on TimeQA

TimeQA-Easy

FT on TimeQA + NQ 
(SOTA) 

16.3

Figure 1: Comparison of easy and hard mode from
TimeQA. (a) Examples of time-sensitive questions.
(b) The Exact Match (EM) scores under Easy and
Hard modes.

Abductive Learning (Event-AL) framework for min-
ing answers to hard time-sensitive questions, as
shown in Figure 2. Specifically, we first design
a graph pruning model to locate the timespan of
implicit temporal events through adjacent explicit
temporal events. It is attributed to the fact that
temporal events always occur linearly under the
same subject and relation. However, multiple im-
plicit temporal events are located in the same time
span. For this reason, we propose an abductive rea-
soning module to determine proper objects while
providing an explanation. From our experiments,
models struggle to extract enough temporal events
in many cases, as the same relations are often
scattered throughout documents in diverse repre-
sentations. To avoid these issues, we introduce a
relation-based prompt to instruct LLMs to extract
all possible temporal events that have the same re-
lation with the time-sensitive question. Our experi-
ments show that Event-AL significantly outperforms
strong baselines, especially for hard and beyond-
hard questions.

In short, our contributions are listed as follows:

• We present Event-AL, which locates the times-
pan of temporal events without explicit time
qualifiers by adjacent temporal events. It is

achieved by the graph pruning mechanism
based on event temporal relation extraction.

• We propose an abductive reasoning module
that determines proper objects as the answer
while providing explanations.

• We conduct extensive experiments on two
benchmarks, TimeQA and TempReason. Re-
sults show that Event-AL effectively answers
time-sensitive questions and outperforms
strong baselines for hard and beyond-hard
questions by a large margin. Moreover, Event-
AL achieves new state-of-the-art results in
multi-answer time-sensitive questions.

2. Related Work

TSQA is proposed to diagnose the ability of models
over temporal reasoning. It could be divided into
two categories according to the style of given con-
text. An important type is selecting an entity in the
knowledge graph as the answer to time-sensitive
questions (Jia et al., 2018a; Neelam et al., 2021; Jia
et al., 2018b, 2021; Saxena et al., 2021; Chen et al.,
2022). As it is less useful for real-world applica-
tions, another is proposed to answer time-sensitive
questions based on the document (Wang et al.,
2022; Zhang and Choi, 2021; Dhingra et al., 2022).
In this line, existing methods(Chen et al., 2021;
Tan et al., 2023) have made great progress by fine-
tuning pre-trained language models (Zaheer et al.,
2020; Izacard and Grave, 2021) on large-scale data.
DocTime (Mathur et al.) incorporates the tempo-
ral dependency graph into the self-attention layer
of Transformer models. In addition, LLMs have
been used for temporal question answering. (Li
et al., 2023) combines LLMs’ extraction capability
and a python solver’s logical reasoning capability.
QAaP (Zhu et al., 2023) first represents diversely
expressed text as well-structured code by LLMs and
thereby chooses answers through programming.

Our method is similar to the last line of works
in that we also use LLMs for extracting temporal
events. However, there are the following key dif-
ferences. First, we focus on locating the timespan
of temporal events without explicit time qualifiers
rather than simply matching time-sensitive ques-
tions and temporal events extracted from the given
document. Second, it is challenging for these prior
methods to answer time-sensitive questions, espe-
cially for hard and multi-answer questions. In our
experiments, we have shown results and examples
by utilizing these methods and Event-AL together
(see details in Table 1 and Figure 4). Finally, Be-
sides answering questions, we found it crucial to
utilize explanations for answer validation while an-
swering questions, which is a unique and essential
aspect of Event-AL.
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[Document]

Attaphol Buspakom (1 October 1962

– 16 April 2015) was a Thai national

and football coach. He was given the

role at Muangthong United and

Buriram United after TTM Samut

Sakhon folded after the 2009 season.

He played for the Thailand national

football team, appearing in several

FIFA World Cup qualifying matches.

Attaphol began his career as a

player at Thai Port FC Authority of

Thailand in 1985. In his first year, he

won his first championship with the

club. He played for the club until

1989 and in 1987 also won the

Queen's Cup. He then moved to

Malaysia for Pahang FA, then return

to Thailand to his former club. His

time from 1991 to 1994 was marked

by less success than in his first stay

at Port Authority. From 1994 to

1996 he played for Pahang again

and this time he was able to win

with the club, the Malaysia Super

League and also reached the final of

the Malaysia Cup and the Malaysia

FA Cup. Both cup . . . (901 words).

(a) Question-guided Event Extraction

[Answer]

Pahang FA

[Explanation]

Attaphol Buspakom plays for Pahang FA from 

the end of 𝑬𝟐 to the start of 𝑬𝟒. 𝐸2 is that 

Attaphol Buspakom plays for Thai Port FC 

Authority of Thailand  from 1985 to 1989. And 

𝐸4 is that Attaphol Buspakom plays for Thai Port 

FC Authority of Thailand from 1991 to 1994. So, 

Attaphol Buspakom play for Pahang FA between 

May 1989 and Oct 1990.

[Question]

Which team did Attaphol Buspakom

play for between May 1989 and Oct

1990?

Step 1: Relation-based Event Extraction

…

Attaphol Buspakom plays for Thai Port FC

Authority of Thailand from 1985 to 1989.

Attaphol Buspakom plays for Pahang FA from the

end of 𝑬𝟐 to the start of 𝑬𝟒.

Attaphol Buspakom plays for Thai Port FC

Authority of Thailand from 1991 to 1994. 

Attaphol Buspakom plays for Pahang FA from the

end of 𝑬𝟒 to 1996.

Attaphol Buspakom played for the Thailand

national football team from the start of 𝑬𝟐 to ….

𝐸2

𝐸3

𝐸1

𝐸4

𝐸5

Candidate Temporal Events

(b) Event-based Abductive Reasoning

Event Chain Matching

Extracted_events:

E1: Attaphol Buspakom played for the Thailand national football

team from an unknown date to an unknown date.

E2: Attaphol Buspakom played for …

(Details are shown in Figure 1)

Extract and summarize event timeline for the given relation

from the context. An example is as follows: ……

Relation: {play for} ## Extract from the given question

Context: {Document} ## Given the Document

Extracted_events: ## The same format as the given example

[Input]

[Output]

Step 2: Inter-event Temporal Learning

…

𝐸4

𝐸2 𝐸5

𝐸1

𝐸3 𝐸4

𝐸2 𝐸5

𝐸1

𝐸3

𝐸4

𝐸2 𝐸5

𝐸1

𝐸3

𝑡1 𝑡2

𝑡𝑁

Figure 2: The overall framework of Event-AL. It consists of a question-guided event extraction module
for capturing and completing candidate temporal events related to the question, and an event-based
abductive reasoning module for obtaining and checking answers.

3. Our Approach

This section introduces Event-AL in three parts:
problem statement, question-guided event extrac-
tion, and event-based abductive reasoning. The
overall framework is shown in Figure 2.

3.1. Problem Statement
Time-Sensitive Question Answering (TSQA) is de-
fined as a task to answer questions q containing
time qualifiers tq based on the corresponding long
document d, given the dataset D = {(qi, di, ai), i =
1, 2, . . . , N}, where N denotes the number of in-
stances and each instance consists of the ques-
tion qi, the long document di and the ground-truth
answer ai. Specially, each question qi contains
subject si, relation ri and a certain time qualifier
tqi , such as, “Which team did Attaphol Buspakom
(s) play for (r) between 1989 and 1990 (tq)?". The
corresponding long document di covers various
relations and timestamps of the subject si except
for question mentions. Moreover, time qualifier t
may be expressed by a single element, such as "in
1989" or a binary (ts, te) consisting of a start time
ts and an end time te, such as "from 1989 to 1990".

Therefore, TSQA requires the model to correctly
understand temporal concepts and return an an-
swer ai within the long document di, such that the
quaternary (si, ri, ai, t

q
i ) conforms to the document

di. In addition, we further explain why the answer
ai is valid, as shown in Figure 2.

3.2. Question-guided Event Extraction
Given an instance x = (qi, di), we first prompt
LLMs to parse the time-sensitive question qi as
a temporal event missing object o, represented
as qi = (s, r, ?, t). To obtain the target object, we
extract temporal events with relation r from the
given long document through event extraction and
temporal learning. The following takes binary (ts,
te) as an example to explain.

Step 1: Relation-based Event Extraction
Considering documents are long and redundant,

we first instruct LLMs to extract only temporal
events with relation r by feeding it into the prompt.
As shown in Step 1 of Figure 2(a), we manually
design the prompt consisting of four keys: task de-
scription I, demonstration D, relation r, and the
given document di. The set of temporal events
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E = {E1, E2, . . . , En} is generated, formulated as:

LLMs (I,D, r, di) = E (1)

where n = |E| is the number of temporal
events with relation r. D is the set of exam-
ples, each consisting of the relation, document,
and extracted temporal events, represented as
D = {(rj , dj ;Ej1, Ej2, . . . , Ejk), j = 1, 2, . . . , l; k =
1, 2, . . . , jm}, where l is the number of examples
and jm is the number of temporal events in the
document dj . We adopt one-shot example, setting
l to 1, following previous works (Li et al., 2023).

Step 2: Inter-event Temporal Learning
After extracting temporal events, there are many

events without explicit time qualifiers since they do
not exist in the given document. To address this
issue, we first construct a directed temporal event
graph G = (V,R), where V = {E1, E2, . . . , En} is
a set of extracted temporal events, R ∈ Rn×n is an
adjacency matrix and its element rij denotes the
temporal relation between two events Ei and Ej ,
calculated as follows:

rij =

{
1, t(Ej) > t(Ei);
0, else (2)

where t(Ei) denotes the timestamp of the event
Ei. If an event is missing the specific timestamp,
we assume it has the same chronological order
described in the document.

Then, we design a new graph pruning method to
minimize the timespan of temporal events without
explicit time qualifiers by reducing the number of
edges. It is formalized as:

rprunij =

{
0, r′(i−1)jri(j+1) > r′ij ;

r′ij , else (3)

r′ij = rij ∗ P (Ej |Ei, Rnext) (4)

P (Ej |Ei, Rnext) = ETRE(seq[Ei, Ej ]) (5)

where P (Ej |Ei, Rnext) is the predicted probabil-
ity distribution of the next occurrence of Ej at Ei.
seq[Ei, Ej ] represents the shortest sequence con-
taining temporal events Ei and Ej extracted from
document di. ETRE(·) denotes an event temporal
relation extraction model. It is worth noting that
we employ the event temporal relation extraction
model(Wen and Ji) to predict the chronological re-
lations between temporal events Ei and Ej . It is
fine-tuned on the TSQA dataset based on a strong
baseline (Huang et al., 2023) pretrained in the tem-
poral relation extraction benchmark MATRES(Ning
et al., 2018).

Finally, we fill in the ‘UNK’ of temporal events with-
out explicit time qualifiers by their adjacent events

Algorithm 1 Event Chain Matching
Input: query q = (s, r, ?o, t) parsed by question,
candidate temporal events CE = {E1, E2, . . . , En}
extracted from given document.
Output: predicted answer A and the explanation
RE .

1: for Ei in CE do
2: # parse candidate fact Ei

3: Ei = (s, r, ai, oi)
4: # Check the consistency of the question with

the candidate fact
5: flag ← Check((s, r) ∈ qi, (s, r) ∈ Ei)
6: if flag is True then
7: # Calculate matching score of the time
8: Scores←Match(t ∈ qi, t ∈ Ei)
9: else

10: # mismatched event
11: end if
12: end for
13: # Select the candidate temporal events Ea with

the highest scores
14: A← oa, oa ∈ Ea

15: RE ← EventChain(Ea)
16: return A and RE

and corresponding temporal relations. For exam-
ple, the implicit temporal event E5 “Attaphol Bus-
pakom plays for Pahang FA from UNK to 1996." is
updated to “Attaphol Buspakom plays for Pahang
FA from the end of E4 to 1996.", as shown in Fig-
ure 1(b). As a result, we end up with a temporal
event graph completed by temporal relations be-
tween events.

3.3. Event-based Abductive Reasoning
The abductive reasoning module predicts answers
and infers the most plausible explanations, critical
for answering hard questions. The algorithm for
abductive reasoning is presented in Algorithm 1.

For each time-sensitive question qi = (s, r, ?o, t),
we take the set of extracted temporal events as
candidate temporal events so that the interpretation
provided is consistent with the given document,
where each candidate fact Ej is also parsed into a
python tuple similar to the question qi:

CE = {E1, E2, . . . , En}

Ej = (s, r, oj , tj)

Since the candidate temporal events and ques-
tions are presented in code form, we can easily
construct a task-specific execution function to find
the best matching answer and the corresponding
interpretation by a Python solver(Li et al., 2023),
defined as follows:

A,RE ← F (q, CE)
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For each candidate fact Ei = (s, r, ai, oi), we first
check that the two key values s, r are the same as
the question qi to ensure that the extracted fact is
relationally consistent with the question fact. To
obtain the final answer A, we use the intersection
of times as the matching score to align the question
time with the time of each candidate fact. Eventu-
ally, we select the candidate fact with the highest
score as the answer.

Moreover, for each answer A, the corresponding
chain of events can be easily oriented to the corre-
sponding explanation RE based on the previously
constructed temporal event graph.

4. Experiments

4.1. Datasets
We evaluate our method on two widely used TSQA
datasets containing numerous hard questions.

TimeQA (Chen et al., 2021) is proposed to in-
vestigate the TSQA task, in which question-answer
pairs are generated based on the annotated time-
sensitive fact obtained by hiring crowd workers. It
is divided into two modes: ‘hard’ and ‘easy’, where
easy questions tend to have explicit mentions in
the document, while hard questions are implicit in
the content and the mentioned time hardly ever
appears directly, leading to them not being easily
retrieved by key information matching.

TempReason (Tan et al., 2023) is a more com-
prehensive benchmark for time-sensitive question
answering at present, created to probe the tempo-
ral reasoning ability of large language models more
systematically. Our experiments are constructed
on Open Book Question Answering (OBQA), the
most challenging among three different context set-
tings, to evaluate the model’s ability in temporal
grounding and temporal reasoning. In addition, we
choose two relatively complex questions, (L2) time-
event and (L3) event-event, to highlight the ability
of our model. It is worth noting that both L2 and L3
are hard questions.

4.2. Baselines
To provide a more comprehensive analysis of our
method, we compared it with the following two types
of baselines:

• To demonstrate the effectiveness of the abduc-
tive learning framework, compare it with the
fine-tuned pre-trained language models: Big-
Bird (Zaheer et al., 2020) proposes two atten-
tion mechanisms to capture local and global
information, respectively. FiD (Izacard and
Grave, 2021) generates the answer token by
token in an auto-regressive fashion. We show
the best performance of both BigBird and FiD,

fine-tuned on large-scale Natural Questions
and TimeQA datasets. TempT5 (Tan et al.,
2023) performs supervised fine-tuning of con-
ventional T5 models.

• To prove the usefulness of temporal learning,
compare with the existing well-known few-shot
large language models: Chain-of-Thought
(CoT) (Wei et al., 2022), focuses on generating
the final answer step by step. ReAct (Yao
et al., 2023) incorporates external knowledge
through additional search and lookup actions.
QAaP (Zhu et al., 2023) employs ChatGPT to
extract structured facts and convert TSQA into
program execution.

4.3. Implementation Details
To produce overall experimental results, we ran-
domly selected 300 questions, ensuring that the
existing model achieves similar performance with
the test sets. It consists of four modes, involving
easy and hard in the TimeQA as well as time-event
and event-event in the TempReason. Due to cost
concerns, we further sampled 200 questions from
each of the three sub-datasets (except Event-Event,
including only single-answer questions) for both
single- and multi-answer questions. In addition, we
employ GPT-3.5-Turbo as the model for all experi-
ments unless otherwise specified.

For the event temporal relation extraction model
in the inter-event temporal learning module, we
first follow the experimental setup of the original
paper(Huang et al., 2023). To adapt it to the long
document scenario, we re-annotate the chronologi-
cal relation between temporal events from the same
document in the TimeQA dataset. Then, the ETRE
model is further fine-tuned.

Followed by prior works (Chen et al., 2021; Tan
et al., 2023), we evaluate the performance at the
answer and token level using Exact Matching (EM)
and F1 scores, respectively. In addition, we also
evaluate multi-answer questions by Strict Exact
Match (SEM), which is counted as correct if and
only if all ground-truth answers are matched.

4.4. Results on TimeQA
Results are presented in Table 1. It could be ob-
served that Event-AL achieves the best perfor-
mance among all methods at the answer level
(EM) and token level (F1) on both easy and hard
modes. Specifically, compared with the fine-tuned
pre-trained language models, Event-AL improves
easy and hard modes by 6.7% and 12.7% in terms
of EM scores, as well as results in 5.9% and 12.4%
improvement in F1 scores. It demonstrates that
our proposed method is effective by abductive rea-
soning, especially for hard questions. Compared
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Backbone Method
TimeQA TempReason (OBQA)

Easy Hard Time-Event Event-Event
EM F1 EM F1 EM F1 EM F1

Fine-tune
(PLMs)

BigBird (Zaheer et al., 2020) ▷ 51.2 60.3 42.4 50.9 - - - -
FiD (Izacard and Grave, 2021) ▷ 60.5 67.9 46.8 54.6 - - - -
TempT5 (Tan et al., 2023) ▷ - - - - 15.4 36.3 21.1 32.4
BigBird (Zaheer et al., 2020) ⋄ 55.0 65.1 47.3 56.4 - - - -
FiD (Izacard and Grave, 2021) ⋄ 56.3 67.9 49.3 58.0 47.7 58.2 48.3 55.8
TempT5 (Tan et al., 2023) ⋄ 31.7 39.7 30.3 38.5 43.3 54.5 41.0 48.9

Few-shot
(ChatGPT)

CoT (Wei et al., 2022) ⋄ 40.3 53.3 25.3 29.8 35.7 41.4 36.7 48.3
ReAct (Yao et al., 2023) ⋄ 45.0 55.1 28.3 34.4 39.3 45.6 42.7 50.8
QAaP (Zhu et al., 2023) ⋄ 46.3 54.4 41.7 55.3 43.7 50.1 45.3 48.3

Ours
Event-AL 63.0 73.8 61.7 70.4 55.3 62.8 58.0 59.5

w/o Temporal Learning 55.3 66.5 56.7 68.6 49.3 53.3 50.3 50.5
w/o Abductive Reasoning 59.3 69.1 54.0 66.2 51.7 58.6 55.3 56.3

Table 1: Results on TimeQA and TempReason (OBQA), where ‘▷’ denotes that results are from the original
paper, tested on the entire test dataset and ‘-’ means that no result was reported. ‘⋄’ denotes results are
reproduced on our sampled subset.

to other baselines based on ChatGPT, Event-AL
increases EM scores by 16.7% and 20.0%, as well
as F1 scores by 18.7% and 15.1% on easy and
hard modes, respectively. This implies that Event-
AL has a significant advantage in understanding
temporal concepts by learning relations between
events.

4.5. Results on TempReason

To further illustrate the model’s effectiveness in
dealing with inter-event relations, we evaluate mod-
els on TempReason with both time-event and event-
event settings, as shown in Table 1. Event-AL also
achieves the best performance among all meth-
ods on both metrics for time-event and event-event
questions, which are hard questions. Event-AL
achieves the EM score of 55.3% and 58.0% for
time-event and event-event questions, which out-
performs baselines by 7.6% and 9.7%. It suggests
that Event-AL is superior in dealing with both hard
questions. Event-AL performs remarkably well for
event-event questions, maybe because it has per-
formed explicit temporal learning to capture tempo-
ral relations between events. In addition, it is noted
that the results of models are highly dependent on
test samples selected from the TempReason. As a
result, we reproduce all baselines and attain exper-
imental results with the same test set, which are
slightly higher than those reported in the original
article.

5. Analysis and Ablation Study

In this section, we further analyze the performance
of Event-AL for single- and multi-answer questions,

(a) EM (%) of Single- and Multi-answer questions

20.0

30.0

40.0

50.0

60.0

CoT w/o TemporalL w/o AbductiveR Event-AL

TimeQA-Easy (Single)

TimeQA-Hard (Single)

Time-Event (Single)

TimeQA-Easy (Multi)

TimeQA-Hard (Multi)

Time-Event (Multi)

(a) EM scores for Single- and Multi-answer questions

CoT w/o TemporalL w/o AbductiveR Event-AL

(b) EM (%) and SEM (%) scores of Multi-answer questions

20.0

30.0

40.0

50.0

60.0

10.0

0.0

TimeQA-Easy (SEM)

TimeQA-Hard (SEM)

Time-Event (SEM)

(b) EM and SEM scores for Multi-answer questions

Figure 3: Ablation Study for Single- and Multi-
answer questions on two modes of TimeQA and
TempReason (Time-Event).
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Models Fine-tune (PLMs) Few-shot (ChatGPT) Event-AL
BigBird FiD TempT5 CoT ReAct QAaP (Ours)

TimeQA-Easy

Single EM 52.0 59.0 32.5 46.0 51.0 46.0 60.0
F1 64.7 66.8 47.8 57.2 58.9 53.6 70.7

Multi
EM 53.0 61.0 37.0 47.0 43.0 48.0 65.0
SEM - - - 7.0 11.0 25.0 46.0
F1 61.7 67.2 50.1 60.9 53.8 59.2 74.5

TimeQA-Hard

Single EM 42.0 44.0 28.5 25.0 31.0 40.0 58.0
F1 48.7 52.2 34.9 27.9 36.1 55.1 70.2

Multi
EM 45.0 50.0 39.0 21.0 30.0 45.0 63.0
SEM - - - 5.0 8.0 23.0 43.5
F1 52.9 62.2 52.8 27.1 42.8 56.6 72.2

Time-Event

Single EM - 45.0 42.0 34.0 39.0 43.0 54.0
F1 - 54.6 52.2 39.9 45.2 50.8 61.7

Multi
EM - 53.3 44.0 41.0 38.0 50.0 62.0
SEM - - - 5.0 4.0 35.0 44.0
F1 - 63.7 58.9 49.8 47.6 53.2 69.9

Table 2: Results of Single- and Multi-answer questions on TimeQA and TempReason (OBQA).

as well as the effectiveness of proposed modules:
temporal learning and abductive reasoning.

5.1. Analysis of Single- and Multi-answer
Questions

To further evaluate the performance of models
on single- and multi-answer questions, we have
conducted fine-grained experiments for two cases
on both TimeQA and TempReason datasets sep-
arately, as shown in Table 2. Event-AL signifi-
cantly outperforms all baselines for single- and
multi-answer questions, especially for SEM scores
of the latter. It performs 46.0%, 43.5%, and 44.0%
on TimeQA-Easy, TimeQA-Hard, and Time-Event,
which outperforms baselines by an average of
around 20 points.

From the perspective of the same model, EM
and F1 scores are mostly approximate for both
single- and multi-answer questions. We conjecture
that it is because models tend to treat single- and
multi-answer questions in the same way. Moreover,
multi-answer questions outperform single-answer
for some models, including Event-AL, because it is
often easier to get one of the answers than a single
answer. While the SEM of multi-answer questions
drops for almost all baselines, the reason could
be these models generate the terminator as soon
as one answer is generated, making them merely
succeed in obtaining one of the answers. From
the experiment, PLMs are almost unable to obtain
multiple answers, maybe because they only select
one of the answers for fine-tuning. In addition, since
event-event questions only have one answer, the
results of single-answer and overall questions are
equivalent.

5.2. Effectiveness of Inter-event
Temporal Learning

To have a clear view of the role that inter-event
Temporal Learning (TemporalL) plays in Event-AL,
we perform ablation studies by removing it from our
model (i.e., w/o TemporalL), as shown in Table 1
and Figure 3.

Event-AL outperforms best for all three ques-
tions (overall, single- and multi-answer) on both
datasets. As a whole, Event-AL obtains improved
performances, especially for Event-Event, by com-
paring with Event-AL and w/o Temporal Learning
in Table 1. It indicates that this module is helpful
in learning temporal relations between events. As
shown in Figure 3(a), there is the smallest drop on
TimeQA-Hard for either single- or multiple-answer
questions after removing TemporalL. The reason
could be that temporal relations between events
with explicit timestamps are easier to infer, making
it skilled at easy questions. Moreover, SEM of multi-
answer questions shows the largest decrease on
TimeQA-Hard, compared to others, even though
EM scores are all substantially lower than SEM, as
shown in Figure 3(b). This suggests that temporal
reasoning could facilitate the model to capture all
possible answers, even for hard questions.

5.3. Effectiveness of Event-based
Abductive Reasoning

To take a deep look into improvements contributed
by event-based Abductive Reasoning (AbductiveR)
in Event-AL, we perform ablation studies by remov-
ing it from our model (i.e., w/o AbductiveR), as
shown in Table 1 and Figure 3.

Event-AL also performs ideally on all three types
of questions. Firstly, by comparing Event-AL and
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[Hard Question] 

Oliver Bulleid was an employee for whom 

from 1907 to 1908?

[Input - Easy Question]

Which employer did Oliver Bulleid work 

for from 1908 to 1910?

[Beyond-Hard Question] 

Oliver Bulleid was an employee for whom in Dec 1911?

FiD

[Document]

Oliver Bulleid ( 19 September 1882-25 April 1970 ) was a British railway and mechanical engineer ... (81 words). In 1901, after a technical education at Accrington

Grammar School, he joined the Great Northern Railway (GNR) at Doncaster up to the age of 25, during which time as an apprentice under H. A. Ivatt ... (35

words). Then, he left to work in Paris with the French division of Westinghouse Electric Corporation as a Test Engineer from October 1908 to 1910, and was

soon promoted to Assistant Works Manager and Chief Draughtsman. Later that year, he married Marjorie Ivatt, Henry Ivatts youngest daughter. A brief period

working for the Board of Trade followed after Westinghouse, arranging exhibitions in Brussels, Paris and Turin. In December 1912, he rejoined the GNR as

Personal Assistant to Nigel Gresley, the new CME. Gresley was only six years Bulleids senior ... (1277 words).
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[Output] 
Westinghouse Electric Corporation

[Output]
Westinghouse Electric Corporation
(Explanation) Oliver Bulleid worked for
the French division of Westinghouse
Electric Corporation from 1908 to 1910.

[Output] 
Westinghouse Electric Corporation

[Output] 
Great Northern Railway (GNR) 

[Output]
Westinghouse Electric Corporation
(Explanation) From 1907 to 1908, Oliver Bulleid
was an employee of the French division of
Westinghouse Electric Corporation in Paris.

[Output]
Unknown
(Explanation) The provided context does not mention
Oliver Bulleid's employment or activities in Dec 1911.

[Output]
Westinghouse Electric Corporation

(Explanation) Oliver Bulleid worked for the

French division of Westinghouse Electric

Corporation from Oct 1908 to 1910.

[Output]
Great Northern Railway (GNR)
(Explanation) Oliver Bulleid worked for Great
Northern Railway (GNR) from 1901 to Oct 1908.

[Output]
Board of Trade
(Explanation) Oliver Bulleid worked for Board of Trade
between end of E2 between start of E4. E2 is taht
Oliver Bulleid worked for Westinghouse Electric
Corporation from 1908 to 1910. E4 is that Oliver Bulleid
worked for Great Northern Railway from 1912 to UNK.

Model

All three models answer correctly
because they all locate the time
mentioned in the question.

FiD and ChatGPT struggle to get relations of
stated time and events, thus naturally notice
events that are close to the mentioned time. Only EVent-AL captures the timestamp of target event.

Figure 4: An example from Time-QA, including easy, hard and beyond hard questions, as well as their
outputs utilizing three typical models: FiD, ChatGPT and Event-AL.

0

20

40

60

FiD CoT Event-AL FiD CoT Event-AL

Easy Hard Beyond hard

TimeQA-Hard Time-Event

Figure 5: Comparison of performance (EM scores)
on Easy, Hard and Beyond hard questions.

w/o Abductive Reasoning in Table 1, it can be noted
that the overall performance decreases after re-
moving AbductiveR, especially on TimeQA-Hard.
The reason could be that the abductive reasoning
framework forces the model to capture implicit infor-
mation relevant to the question in the given docu-
ment. Then, the performance of multi-answer ques-
tions decreases more than that of single-answer,
as shown in Figure 3(a). In addition, the decline of
EM is more moderate compared to SEM scores, as
shown in Figure 3(b). The reason could be that the
abductive reasoning framework enables the model
to check the correctness of predicted answers while
getting them. This eliminates situations where one
answer is negated due to generating another, or
multiple answers are generated to fill in the blanks.

6. How Effective is Beyond Hard
Questions?

A follow-up question is how effective Event-AL be-
comes beyond hard questions. Beyond hard is
evidenced by the fact that temporal qualifiers in
the question do not explicitly appear in the given
document, while the complete timestamp of its as-
sociated event is not mentioned. For example, nei-
ther temporal qualifiers “from 1907 to 1908" nor
“Dec 1911" exist in the above document, as shown
in Figure 4. Their difference is that the temporal
event “Oliver Bulleid works for Great Northern Rail-
way (GNR) from 1901 to 1908." has a clear times-
tamp, whereas it is ambiguous for the event “Oliver
Bulleid works for Board of Trade from UNK to UNK.".
Therefore, it requires capturing timestamps hidden
in the given document and inferring the relations
between the mentioned time and associated events
to answer beyond hard questions.

To further evaluate the performance of our model
in answering beyond-hard questions, we select
beyond-hard questions from hard ones and run
them in the same way as others. As shown in Fig-
ure 5, the performance of all three models gradually
decreases on three classes of questions, aligned
with our previous assumption. In spite of this, Event-
AL remains the optimal performance in answering
beyond questions, compared with the other two
methods. This suggests that our model narrows
down the time range of events without timestamps
during temporal learning. In addition, it can be
observed that Event-AL has a more robust per-
formance for those three questions. This demon-
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strates the importance of abductive reasoning for
understanding temporal concepts.

7. Conclusions

In this paper, we have proposed Event-AL, a frame-
work that can provide an explanation while an-
swering time-sensitive questions. It is achieved
by capturing temporal relations between extracted
temporal from the given document. Experiments
demonstrate that Event-AL significantly outper-
forms strong baselines for hard and even beyond-
hard questions and achieves new state-of-the-art
results in multi-answer questions. As in previ-
ous work, we have only tested on a few samples
due to budget constraints, but experimental results
demonstrate that existing models achieve similar
performance in both test sets. We believe that
Event-AL inspires how to mine implicit representa-
tions from explicit text by exploiting sequence or
structural relations, enhancing the robustness of
LLMs in practical work. In the future, we will try to
design an abductive reasoning module integrated
with large language models to overcome the insta-
bility of results caused by LLMs.

Ethics Statement

In this paper, our proposed approach Event-AL
can effectively address hard and even beyond hard
time-sensitive questions. During experiments, we
only utilized publicly available datasets and base-
line models. And the acquisition, processing, and
analysis of all data adhere to the principles of aca-
demic integrity during the research process. How-
ever, the generated answers may suffer from the
phenomenon of hallucination, which is known to
be prevalent in large language models. It is well-
known that large language models possess un-
precedented semantic understanding capabilities.
It requires models with an advanced understanding
of semantics while extracting temporal events from
long documents, as the same relations are often
scattered throughout documents in diverse repre-
sentations. Therefore, we apply large language
models for temporal event extraction, which may
result in erroneous and misleading answers. To
mitigate this issue, we designed an event-based ab-
ductive reasoning module, which has been verified
for effectiveness in getting correct answers.
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