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Abstract
Multimodal information extraction (MIE) is a challenging task which aims to extract the structural information in
free text coupled with the image for constructing the multimodal knowledge graph. The entity-based MIE tasks are
based on the entity information to complete the specific tasks. However, the existing methods only investigated the
entity-based MIE tasks under supervised learning with adequate labeled data. In the real-world scenario, collecting
enough data and annotating the entity-based samples are time-consuming and impractical. Therefore, we propose
to investigate the entity-based MIE tasks under the low-resource settings. The conventional models are prone to
overfitting on limited labeled data, which can result in poor performance. This is because the models tend to learn
the bias existing in the limited samples, which can lead them to model the spurious correlations between multimodal
features and task labels. To provide a more comprehensive understanding of the bias inherent in multimodal
features of MIE samples, we decompose the features into image, entity, and context factors. Furthermore, we
investigate the causal relationships between these factors and model performance, leveraging the structural causal
model to delve into the correlations between the input features and output labels. Based on this, we propose the
multimodal counterfactual instance learning framework to generate the counterfactual instances by the interventions
on the limited observational samples. In the framework, we analyze the causal effect of the counterfactual instances
and exploit it as a supervisory signal to maximize the effect for reducing the bias and improving the generalization
of the model. Empirically, we evaluate the proposed method on the two public MIE benchmark datasets and the
experimental results verify the effectiveness of it.

Keywords:Causal Learning, Multimodal Information Extraction, Low-resource Scenario

1. Introduction
Multimodal information extraction (MIE) is a se-
ries of fundamental tasks to extract the struc-
tural information from the free text coupled with
the image for constructing the multimodal knowl-
edge graph (Zhu et al., 2022). Among of the MIE
tasks, the entity-based ones include multimodal
relation extraction (Zheng et al., 2021) and named
entity typing (Wang et al., 2022). They are de-
fined to identify the relation or fine-grained types
of the entities as shown in Figure 1. The ex-
isting MIE models are designed with the various
multimodal fusion strategies to improve the perfor-
mance under the supervised learning (Hu et al.,
2023). However, the supervised learning meth-
ods necessitate sufficient labeled data, which re-
quires labor-intensive annotation. Considering to
reduce the labeling-cost, some researchers pro-
posed the semi-supervised learning method to uti-
lize the less labeled data and more unlabeled one
to train the MIE models and gain the better perfor-
mance (Zhou et al., 2022).
In real-world scenarios, collecting enough data
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Figure 1: The examples of the entity-based multi-
modal information extraction tasks and the exam-
ple of the bias influencing the model performance.

is time-consuming and impractical. Therefore,
we propose to investigate the entity-based MIE
tasks under the low-resource scenarios. Under
low-resource scenarios, MIE tasks face the ad-
ditional challenge of training models with limited
labeled data, making them more difficult com-



11102

pared to tasks based on supervised and semi-
supervised learning. The existing studies focus
on the low-resource text-based information extrac-
tion tasks like: relation extraction (Yu et al., 2022;
Xu et al., 2022, 2023) and named entity recog-
nition (Nguyen et al., 2023). The above meth-
ods use the data augmentation or distant super-
vision to expand the limited labeled data for train-
ing (Wang et al., 2023).
However, the low-resource MIE tasks are faced
with a more challenging situation because of the
complexity of multimodal data. The traditional low-
resource methods enrich the limited text data by
augmentation and train the models with the self-
training. But the original distribution of limited la-
beled samples implies the bias which influences
the generalization of the trained models (Wang
et al., 2023). The bias of the limited samples
is reflected as the spurious correlations that the
models learn by the incomplete features. In the
case of MIE tasks with low-resources, the mod-
els’ performance is also negatively impacted by
the bias resulting from the limited multimodal sam-
ples. This is because text and image data contain
rich semantic correlations, and deep neural net-
works trained on limited samples tend to capture
spurious correlations between input features and
output labels (Volodin et al., 2020).
To overcome the above disadvantage, we provide
a theoretical foundation to analyze the correla-
tion between the features and the model perfor-
mance from the causal perspective. For a mul-
timodal sample, we decompose its features into
three parts: image, entity and context. For ex-
ample, given the sentence “Map of England with
East Sussex in red.” and the coupled image is
a map of England, the fine-grained type of “East
Sussex” is Location. The model, as demonstrated
in Figure 1, tends to predict “Site” when trained
with bias. Because it primarily focuses on context
features that contain spurious correlations learned
from the limited training data while disregarding
entity and image features. Based on the above
analysis, we propose the multimodal counterfac-
tual instance learning framework to tackle the low-
resource entity-based MIE tasks. In the frame-
work, we exploit the structural causal model to
contruct the counterfactual instances by the inter-
ventions on the limited observational samples. To
reduce the bias, we analyze the causal effect of
the counterfactual instances and exploit it as a
supervisory signal to maximize the effect for im-
proving the generalization of the model under lim-
ited labeled samples. The experimental results
demonstrate that our method can gain the sig-
nificant improvement of the performances on the
different MIE benchmark datasets under the low-
resource scenarios. In summary, the contributions

of this manuscript can be summarized as follows:

1. To the best of our knowledge, we are the first
one to investigate the entity-basedmultimodal
information extraction tasks under the low-
resource settings. We provide the theoreti-
cal foundation from the causal perspective to
analyze the bias that exists in the limited ob-
servational samples and explore the spurious
correlations between multimodal representa-
tions and labels.

2. Based on the above analysis, we propose
the multimodal counterfactual instance learn-
ing framework to improve the generalization
of the low-resource MIEmodels. In the frame-
work, the causal effect of the counterfactual
instances generated by the interventions on
the observational samples is exploited as the
supervisory signal to train the model.

3. We conduct the experiments with the public
benchmark datasets on the two entity-based
MIE tasks including: multimodal relation ex-
traction and named entity typing. And the cor-
responding results verify the effectiveness of
the proposed framework on the above tasks.

2. Related Work
2.1. Multimodal Information Extraction
Multimodal information extraction (MIE) is a se-
ries of tasks to extract the structural information
from the free text coupled with the image. The
MIE tasks mainly include multimodal named en-
tity recognition (MNER) (Moon et al., 2018), mul-
timodal relation extraction (MRE) (Zheng et al.,
2021), multimodal named entity typing (MNET)
and multimodal entity linking (MEL) (Wang et al.,
2022). Among of the above tasks, MNER is de-
fined as the pre-processing task to extract the
named entities based on the text and image. And
the other tasks are the entity-based MIE tasks be-
cause they depend on the results from the MNRE
task. To control the fusion of the text and im-
age representations in MNER dynamically, Zhang
et al. (2018) proposed an adaptive co-attention
network and Yu et al. (2020) designed the uni-
form multimodal transformer. MRE task targets
to identify the relation between the entities and
(Zheng et al., 2021) proposed to fuse the multi-
modal representations with the graph alignment
module. Considering to map the entity to standard
knowledge base, Wang et al. (2022) proposed a
public dataset WikiDiverse with fine-grained entity
types from Wikinews on different topics and uti-
lized multimodal pre-trained models to learn rep-
resentations of texts and images consistently.
The above methods are based on the supervised
learning which requires the adequate labeled data.
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Figure 2: The structural causal model (SCM) that
represents the mechanism of the discriminative
models. (a) Complete SCM without interventions.
G: confounder variable, X and Y : input features
(i.e. text and image features), Z: task label. (b)
Counterfactual world with the intervention on the
variable X by the reference value x′.

To reduce the labeling costs, Zhou et al. (2022)
proposed the semi-supervised MNER model to
make use of the limited labeled and unlabeled
samples. Compared with the previous works, we
are the first one to investigate the MIE tasks under
the low-resource scenarios which reduce the pro-
cedures to collect data and annotate them heavily.

2.2. Low-resource Information
Extraction

Traditional information extraction (IE) tasks includ-
ing: named entity recognition (Chieu and Ng,
2002) and relation extraction (Kumar, 2017) are
focused on the text modality. However, the proce-
dures of collecting data and annotating them are
time-consuming and labor-intensive. Therefore,
the low-resource IE models are proposed to make
full use of the limited labeled samples. Zeng et al.
(2020) proposed the weakly-supervised model
for named entity recognition which generates the
counterfactual examples to expand the original
limited data. For the low-resource relation ex-
traction, Xu et al. (2022) summarized the different
strategies for training the model with the limited
samples including: data augmentation, and bal-
ancing methods. In summary, the low-resource in-
formation extraction tasks focus on alleviating the
long-tailed distribution and the number of original
limited samples. But the existing methods are not
efficient to the low-resourceMIE because the com-
plexity of the multimodal data implies the bias for
training the specific models. Therefore, we pro-
pose to investigate the low-resource MIE tasks
that has not been explored before.

3. Preliminary
3.1. Structural Causal Model
The mechanism of the discriminative models in-
volves the different factors. To investigate the
causal relationship between the data and mod-

els in a theoretical way, we exploit the structural
causal model (SCM) (Pearl, 2009) to analyze the
factors. SCM can be expressed as a directed
acyclic graph where the nodes represent the ran-
dom variables and the edges represent the di-
rect causal correlations between two variables. As
shown in Figure 2, the variables X and Y denote
the input features (i.e. text and image features), Z
is the task label andX → Z represents the causa-
tion from variable X to variable Z. Empirically, G
is the confounder variable that influences the gen-
eration of both variables X and Y which implies
the semantic correlation between them.

3.2. Counterfactual Reasoning and
Causal Effect

To deduce outcomes under hypothetical circum-
stances that diverge from the factual world, Pearl
(2009) proposed the counterfactual reasoning as
a statistical inference method. For example, Fig-
ure 2a is a factual world where the calculation of
Z is formulated as Zx,y = Z(X = x, Y = y). To
estimate the causal effect of a treatment variable
X on a response one Z, we conduct the counter-
factual reasoning on the factual world. As shown
in Figure 2b, we construct a counterfactual world
by the intervention on the variable X. Formally,
the intervention operation is denoted as do(·) in
causal inference literature. And do(X = x′) in the
counterfactual world means that we cut-off the link
G → X to force the variableX to not be caused by
its causal parent G by fixing the variable X to the
specific value x′. The causal effect (ce) (Rao et al.,
2021) of the variableX on the prediction task label
Z can be calculated by the difference between the
observational prediction Z(X = x, Y = y) and its
counterfactual alternative Z(do(X = x′), Y = y):

ZX
ce = Zx,y − Zx′,y

= Z(X = x, Y = y)− Z(do(X = x′), Y = y)

(1)

where we denote the causal effect of variable X
on the prediction variable Z as ZX

ce . Similarly, we
can also utilize the above way to investigate the
causal effect ZY

ce of the variable Y on the variable
Z by the intervention do(Y = y′).

4. Model
Before getting into the details of the proposed
framework, we formalize the problem of the
entity-based multimodal relation extraction tasks.
The training and test sets are denoted as Dtr

and Dte respectively. The training dataset with
|Dtr| samples is formulated as {(Si, Vi, ei, yi)|i =
1, 2, . . . , |Dtr|} where Si and Vi are the sentence
and image of i-th sample. Further more, ei is de-
fined as the entity information including: the entity
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location and text in the sentence Si, and yi ∈ Y
is the task label such as: the relation between
entities or fine-grained entity type. Under the re-
quirement of low-resource scenario, the number
of samples in training set should be much smaller
than that in test set |Dtr| << |Dte|.
The multimodal counterfactual instance learning
(MCIL1) framework for the entity-based multi-
modal information extraction tasks is illustrated in
Figure 3. In addition to language and vision pre-
trained models for multimodal input representa-
tions, MCIL is comprised of three main compo-
nents: the multimodal representation fusion mod-
ule, counterfactual instance generation module,
and causal effect learning module. These com-
ponents work together to model the semantic cor-
relation between multimodal data and task labels
while minimizing the bias from limited data.

4.1. Counterfactual Instance Generation
As shown in Figure 3, we construct the structural
causal model (SCM) for the entity-based multi-
modal information extraction (MIE) tasks includ-
ing: multimodal relation extraction and named en-
tity typing. We decompose the multimodal data
into three parts and denote the image as variable
V , the entity as variable E and the context as vari-
able C which determine the label of the sample in
SCM. Considering that the limited multimodal data
imply the bias that influences the performance of
the MIE models, we need to investigate the causal
effect of the three treatment variables on the re-
sponse one. Based on the counterfactual reason-
ing, we construct the counterfactual worlds by the
interventions on the variables of multimodal data
respectively.
Given the observational sample fi = (Si, Vi, ei, yi)
of MIE tasks, we need to generate the counterfac-
tual instances of it by the interventions. As shown
in Figure 3, we randomly select the reference sam-
ple fj = (Sj , Vj , ej , yj)where i ̸= j from the limited
training set. We do the intervention do(V = v′)
on the variable V to cut-off the link G → V . The
confounder variable G determines the generation
of the multimodal data and semantic correlation
between the three parts. Empirically, the inter-
vention do(V = v′) can be operated by replacing
the image Vi of the sample fi with the image Vj

of the reference sample fj . Therefore, we gen-
erate the vision-based counterfactual instance f̂V

i

of the sample fi by the intervention do(V = v′).
Besides, the entity information is also important
to the entity-based MIE tasks. We generate the
entity-based counterfactual instance f̂E

i by the in-
tervention do(E = e′) which replaces the entity
information ei with that ej . Similarly, the context

1https://github.com/ZovanZhou/MCIL

of the sentence implies the rich semantic informa-
tion that we should take account. We denote the
context as oi = Si/ei and the operation / repre-
sents the part of the sentence excludes the entity.
And the context-based counterfactual instance f̂C

i

is generated by the intervention do(C = c′) which
replaces the context oi with that oj of the refer-
ence sample fj . Through the above generation
process, we acquire the counterfactual instance
set f̂i = {f̂V

i , f̂E
i , f̂C

i } of the sample fi.

4.2. Multimodal Task Prediction
Given the multimodal data including the image
and sentence, we need to map them into the
dense representations for training neural net-
works. For the visual information, we take ad-
vantage of ViT (Dosovitskiy et al., 2021) to extract
the fine-grained representations of images. Com-
pared with convolution neural networks based pre-
trained model like ResNet (He et al., 2016), ViT
splits the image into small patches and uses trans-
former modules to keep the local vision informa-
tion in the high-level representation. And the re-
gional representations of the image are denoted
as V = {v1, v2, . . . , v|V |} where vi ∈ Rd and |V | is
the number of feature vectors extracted from ViT.
As for the texual information, We denote the input
sentence with |S|words as S = {w1, w2, . . . , w|S|}.
To make use of pre-trained language models with
impressive performance, we use BERT (Devlin
et al., 2019) as the sentence encoder to map
the discrete words into the dense representa-
tions. Each sentence need inserting special to-
kens [CLS] and [SEP] into the start and end of
it before fed into BERT. And considering that the
entity information is critical to the entity-based MIE
tasks, we need to mark the begin and end of the
entities in the sentence. For the entity-based MIE
tasks including: multimodal relation extraction and
named entity typing, we utilize the different feature
extraction procedure respectively.
Multimodal Relation Extraction (MRE). For-
mally, the extended sentence of the task is de-
noted as Ŝ. The sentence representation calcula-
tion process can be formulated as T = BERT(Ŝ) ∈
Rd×(|S|+6). To combine the visual and textual rep-
resentations, we utilize the multimodal represen-
tation fusion module which can be implemented
with the architectures of different multimodal meth-
ods such as: UMT (Yu et al., 2021) or MKG-
Former (Chen et al., 2022). The fusion module
consists of the cross-modal transformer and var-
ious mechanisms like: attention and gate layer
for aligning and combining the multimodal repre-
sentations. Therefore, we can utilize the acquire
the multimodal representation as U = M(V,T; θ1)
where U ∈ Ru×(|S|+6) and M(·) denotes the fu-
sion module. Among the multimodal represen-

https://github.com/ZovanZhou/MCIL
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Figure 3: The multimodal counterfactual instance learning framework for low-resource entity-based mul-
timodal information extraction tasks. In the counterfactual instance generation module, the replaced
features of counterfactual instances are marked with background color.

tations, u[CLS], u[E1] and u[E2] denote the fea-
tures of the special token [CLS] and start tokens
[E1] and [E2] of head and tail entities respec-
tively. We combine them with the concatenation
as Û = [u[CLS],u[E1],u[E2]] ∈ R3u. Eventually, we
feed the combination feature into the feed-forward
neural network (FFNN) to get the prediction prob-
ability as p = FFNN(Û; θ2) ∈ R|Y |.
Multimodal Named Entity Typing (MNET). Un-
like that there are the head and tail entities in
the sentence of MRE, the sentence of MNET only
refers one entity. Therefore, the sentence rep-
resentation of MNET can be formulated as T ∈
Rd×(|S|+4). With the same multimodal represen-
tation fusion module, we can acquire the multi-
modal feature as U ∈ Ru×(|S|+4). And the com-
bination feature of the sample is denoted as Û =
[u[CLS],u[E1]] ∈ R2u. Similarly, we use the FFNN
to calculate the prediction probability p.

4.3. Causal Effect Learning
Given themultimodal sample fi and its counterfac-
tual instance set f̂i = {f̂V

i , f̂E
i , f̂C

i }, we can calcu-
late the prediction probabilities of them as pi and
p̂i ∈ R3×|Y | through the multimodal task predic-
tion procedure. Considering that the various sam-
ples are sensitive to the different the counterfac-
tual instances, we design the gated weight mech-
anism to control the casual effect learning of the
three kinds of interventions. The combination fea-
tures of the counterfactual instances are denoted
as {Û

k
|k ∈ {V,E,C}}. The weight scores are cal-

culated as follows:

αk =
exp(sk)∑

j∈{V,E,C} exp(sj)
(2)

where sk = σ(WÛ
k
+ b), σ is the sigmoid func-

tion, and W and b are the trainable parameters.
The causal effect between the factual sample and
counterfactual ones can be calculated as follows:

ZV
ce = Zv,e,c − Zv′,e,c = pi − p̂V

i , (3a)

ZE
ce = Zv,e,c − Zv,e′,c = pi − p̂E

i , (3b)

ZC
ce = Zv,e,c − Zv,e,c′ = pi − p̂C

i . (3c)

Furthermore, we exploit the causal effect as the
supervisory signal to maximize the effect for im-
proving the generalization of the model. And the
causal effect loss is defined as follows:

Lce = −
∑

k∈{V,E,C}

αk · y · log(SoftMax(Zk
ce)). (4)

4.4. Training Procedure
For predicting the task label, we regard the factual
samples as the useful supervisory signals to train
the model. And the corresponding cross-entropy
loss is denoted as follows:

Ltask = −y · log(SoftMax(p)). (5)

Considering to train the model while reducing the
bias of the limited mulitmodal data under low-
resource scenario, we sum the above losses of
Equation 4 and Equation 5 in an overall loss as:

L = Lce + Ltask. (6)

To train the weights of the model, we use the
stochastic gradient descent (SGD) methods to up-
date them after feeding multimodal data into the
model and calculating the loss by Equation 6.
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Item MRE MNET

train set 12,247 13,205
valid set 1,624 1,552
test set 1,614 1,570
# labels 23 13
# words 30,124 18,431
# entities 30,970 16,327
# sentences 15,485 7,824
Average length 16.7 10.2

Table 1: The information of the datasets for entity-
based multimodal information extraction tasks in-
cluding: multimodal relation extraction (MRE) and
multimodal named entity typing (MNET).

5. Experiments
5.1. Datasets and Experiment Settings
We investigate the entity-based multimodal infor-
mation extraction tasks including: multimodal rela-
tion extraction (MRE) and multimodal named en-
tity typing (MNET) under the low-resource sce-
nario. For the above two tasks, we conduct
the experiments on the corresponding benchmark
datasets. (Zheng et al., 2021) proposed the MRE
dataset which is built on the posts from Twit-
ter and the samples were randomly selected by
annotators with various topics. And there are
15,484 samples with 23 relation categories in the
MRE dataset. Besides, we utilize the WikiDi-
verse (Wang et al., 2022) dataset as the bench-
mark one for the MNET. Although the WikiDiverse
is proposed for multimodal entity linking, each
sample in the dataset is collected as a text-image
pair fromWikinews, and the entity mention is man-
ually annotated with 13 fine-grained types in the
sentence. The detailed statistical information of
the benchmark datasets are shown in Table 1.
To compare our model with the baselines under
the low-resource settings, we mimic this scenario
by randomly selecting N samples from the orig-
inal training set with the balanced label distribu-
tion. And we keep the validation and test sets un-
changed for evaluating the models in all experi-
ments. Eventually, we repeat the experiments 5
times with different seeds and report the evalua-
tion metrics including: the mean and standard de-
viation of the models on the samples of test set.
For the proposed framework and baseline mod-
els, we use the base version of pre-trained lan-
guage model BERT (Devlin et al., 2019) and that
of vision model ViT (Dosovitskiy et al., 2021) to ex-
tract multimodal input representations. The size of
hidden layers is set to 768, and the learning rate
and batch size are set to 1e-5 and 4 respectively.
During the training procedure, we firstly train the
model with the training set for specific epochs at
most and test it on the validation set to select the

Multimodal Relation Extraction

N
UMT MKGFormer

NoAug. CG MCIL NoAug. CG MCIL

100 19.92.9 24.05.7 27.03.1 20.94.7 21.66.8 24.55.3
200 29.52.4 32.42.7 35.12.4 30.42.8 30.14.5 35.01.9
300 34.73.1 36.42.6 39.92.9 34.52.8 36.42.2 38.72.9
400 37.62.2 38.14.0 42.41.2 40.91.5 39.91.6 42.61.2
500 40.91.7 39.64.4 44.31.9 42.02.3 41.21.8 42.51.6

Multimodal Named Entity Typing

N
UMT MKGFormer

NoAug. CG MCIL NoAug. CG MCIL

100 48.51.5 55.61.7 56.11.2 47.43.0 49.43.3 50.51.2
200 59.51.5 70.32.2 69.32.7 58.51.9 63.23.3 64.43.0
300 66.81.7 73.52.1 76.11.8 66.41.7 73.01.5 72.81.9
400 69.53.6 76.51.6 78.91.0 69.62.4 76.01.1 76.90.8
500 74.61.8 76.61.1 79.40.7 74.60.9 70.316.6 79.01.5

Table 2: Performance comparison of different
low-resource entity-based multimodal information
extraction methods on the benchmark datasets.
The performance of the models is presented as
meanstd. “NoAug.” means that the multimodal
models are only trained with the limited samples
and not with the data augmentation methods.

best model. And we set the training epochs to 30
and 15 for the MRE and MNET respectively be-
cause of the category numbers. All experiments
are accelerated by NVIDIA GTX A6000 devices.

5.2. Compared Methods
Considering that there are no existing studies
on the low-resource entity-based multimodal in-
formation extraction (MIE), we compare the pro-
posed framework with the previous text-based
low-resource information extraction method. Zeng
et al. (2020) proposed the counterfactual gener-
ator (CG) for the weakly-supervised named en-
tity recognition. The CG method is a kind of data
augmentation way to construct the counterfactual
samples by replacing the entity in one sentence
with that in another sentence which is the same
type. And it is an effective and model-independent
baseline for the low-resource MIE. Besides, the
low-resource MIE is involved with the multimodal
representation fusion module which is based on
multimodal base architectures. To investigate the
influence of different multimodal architectures, we
utilize the architectures of UMT Yu et al. (2020)
and MKGFormer Chen et al. (2022) as the multi-
modal representation fusion modules respectively.

5.3. Experimental Results
We compare MCIL with the baseline model
on the two entity-based MIE tasks under low-
resource scenarios, and report the metrics of
micro-averaged F1 for multimodal relation extrac-
tion (MRE) and multimodal named entity typing
(MNET). The detailed experimental results are
shown in Table 2. Our model can achieve the best
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Method MRE MNET
UMT MKGFormer UMT MKGFormer

MCIL 27.0 26.5 56.1 50.5
w/o VCI 24.4 25.5 51.4 49.5
w/o ECI 20.8 23.7 53.0 48.9
w/o CCI 22.4 23.0 55.0 50.2

Table 3: The ablation study for multimodel coun-
terfactual instance learning framework (MCIL) on
the benchmark datasets under the low-resource
scenario where N = 100. “VCI”, “ECI” and “CCI”
represent the vision-, entity-, context-based coun-
terfactual instance in the MCIL.

results on the two benchmarks, and the micro-
averaged F1 scores on MNET and MRE of the
proposed framework increase 3.4% and 10.6%
over the baseline respectively. Compared with
the “NoAug.” model, the CG method can gain
the improvements on the two benchmarks 6.7%
and 11.1% with UMT, and 0.7% and 5.1% with
MKGFormer. And the proposed MCIL method in-
creases 18.0% and 13.1% with UMT, and 9.8%
and 8.5% with MKGFormer on the two datasets
over the “NoAug.” model. Therefore, our method
is a more effective way to utilize the limited sam-
ples on the entity-based MIE tasks under the low-
resource scenarios.
Besides, the low-resource methods are sensitive
to the different entity-based MIE tasks. The CG
method can gain the significant improvements on
the MNET but not on the MRE because its strat-
egy only focus on the entity information and ig-
nore the rich semantic information of context and
image. And our MCIL framework can always in-
crease the results effectively on the two entity-
based MIE tasks because we construct the whole
structural causal model to investigate the each
part of mulitmodal data for reducing the bias of
limited samples and improving the generalization
of the model. Moreover, the low-resource meth-
ods gain the various improvements with the differ-
ent multimodal architectures like: UMT and MKG-
Former. The methods with UMT can achieve the
better results that those with MKGFormer and the
improvements of the results on UMT are more sig-
nificant than those on MKGFormer. In summary,
the proposed MCIL framework takes advantage of
the multimodal counterfactual instances for learn-
ing the causal effect to reduce the bias of the lim-
ited samples and achieve the significant improve-
ments on the two entity-based MIE tasks with the
benchmark datasets.

5.4. Further Discussion
To investigate the model further, we conduct the
detailed analysis for presenting it in different as-
pects. The effectiveness of different counterfac-

Multimodal Relation Extraction

ACE
UMT MKGFormer

NoAug. CG MCIL NoAug. CG MCIL

do(V = 0) -6.4 -3.2 -3.5 -3.7 -9.7 -8.2
do(E = 0) -2.6 -7.3 -4.4 -6.2 -3.0 -5.2
do(C = 0) -9.9 -11.3 -12.4 -9.7 -8.5 -15.6

Multimodal Named Entity Typing

ACE
UMT MKGFormer

NoAug. CG MCIL NoAug. CG MCIL

do(V = 0) -1.4 -0.9 -1.2 -4.1 -7.3 -1.5
do(E = 0) -8.3 -23.8 -10.5 -12.1 -11.7 -15.3
do(C = 0) -6.0 -10.6 -9.0 -5.9 -9.2 -7.2

Table 4: Causal effect of image V , entity E and
context C on the model’s performance. We com-
pare the F1 scores of the original model and the
ones that we intervene on the above three vari-
ables by the operation do(· = 0). The lower value
represents the higher importance of the factor to
the model during the inference procedure.

tual instances proposed in MCIL is verified by the
ablation study. We analyze the causal effects of
different parts including: image, entity and con-
text of multimodal data to present the importance
of them for the process of the entity-based MIE
models inference. Besides, we conduct the case
study to discuss the influence of multimodal coun-
terfactual instances to the entity-based MIE tasks
and apply the visualization analysis on the multi-
modal representation to present the usefulness of
the proposed framework.

5.4.1. Ablation Study
To fully understand the effectiveness of the differ-
ent multimodal counterfactual instances in MCIL,
we conducted an ablation study as shown in Table
3. The results demonstrate the significant impact
of each component on the overall performance
of the model. Firstly, we observe that remov-
ing the entity-based counterfactual instance (ECI)
leads to a significant decrease in performance, in-
dicating the importance of entity information to the
entity-based MIE tasks. This is because the MIE
models rely on the entity information which implies
the bias of limited samples. Considering that there
are various forms of entity mentions, the bias will
force the model to learn the simple features like:
the similar context or image to identify the target
label. By introducing the ECI into MCIL, the model
can capture the non-spurious correlation between
the entity information and the label, leading to im-
proved performance.
Secondly, we examine the contribution of vision-
based counterfactual instance (VCI) and context-
based one (CCI) to the final results. The results
of MRE reveal that both VCI and CCI make signif-
icant contributions to the final performance of the
task, albeit in different degrees. But the MNET
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Multimodal Relation Extraction Multimodal Named Entity Typing

A. Lakers officially announcedthe signing of Michael Beasley. B. [Gonzalez] wrestled for the World
Wrestling Federation in 1993.

GT: /per/org/member_of GT: People
NoAug.: /per/per/alternate_names NoAug.: Organization
CG: /per/per/alternate_names CG: People
MCIL: /per/org/member_of MCIL: People

Table 5: The two cases in the test sets of the entity-
based multimodal information extraction datasets,
and the prediction results of different low-resource
methods on these test samples. “GT” is short for
the ground truth.

task depends on the VCI more than the CCI which
demonstrates the importance of the rich semantic
information from image data to the task. Besides,
the different multimodal fusion modules like: UMT
and MKGFormer are sensitive to the specific type
counterfactual instance because of their unique fu-
sion mechanisms and architectures.

5.4.2. Causal Effect Analysis
As shown in Table 4, we conduct the causal effect
analysis of image V , entity E and context C on the
model’s performance. We intervene on the above
three variables by the operation do(· = 0) and it
means that we replace the features of the specific
variable with the zero vectors during the inference
procedure. The difference between the F1 scores
of the original model and the ones where we ap-
ply the intervention is denoted as average causal
effect (ACE) (Zeng et al., 2020). And the lower
value indicates that the variable is more important
to the model during inference. We can observe
that the methods are sensitive to the different vari-
ables. For the MRE, the context variable is the
most important to the performance of the model
and the proposed framework enhances the con-
text information which plays more vital role to the
model. Besides, MCIL can re-weight the variables
to reduce the bias of the limited samples and im-
porve the performance compared with the base-
lines. And for the MNET, the entity variable is the
most important to the model and MCIL can cap-
ture the reasonable combination of the multimodal
features to improve the performance by not only
focusing on the specific variables.

5.4.3. Case Study
As shown in Table 5, we present a case study
to investigate the difference of the prediction re-
sults from low-resource methods. The Table 5.A
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Figure 4: The t-SNE visualization results of the
multimodal representations with the specific types
extracted from UMT combined with the original
and MCIL low-resource methods respectively.

shows the results of the multimodal relation ex-
traction and the “NoAug.” and CG methods ac-
quired the wrong results. Because they do not
capture the reasonable combination of the multi-
modal representations andMCIL can re-weight the
different features to improve the prediction results.
Besides, the Table 5.B shows the results of the
multimodal named entity typing and the CG and
MCIL methods predicted the correct results. Be-
cause the CG and MCIL methods pay more atten-
tion to the entity representation and the “NoAug.”
method only learn the bias from the multimodal
representation because of the limited samples. In
summary, the proposed MCIL framework can en-
hance the multimodal representations by reducing
the bias of the limited samples.

5.4.4. Visualization Analysis
To assess the efficacy of multimodal representa-
tions for entity-based MIE tasks, we visualize the
features extracted from UMT combined with dif-
ferent low-resource methods in Figure 4. We se-
lect the samples with specific labels from the test
sets of the two benchmark datasets and visual-
ize the learned representations of “NoAug.” and
MCIL methods respectively. We then reduce the
dimensionality of the representations to two us-
ing t-SNE. Our results reveal that the represen-
tations output from “NoAug.” do not exhibit clus-
tering clearly, indicating that the model has not
learned discriminative features for each sample
category. In contrast, the representations of MCIL
are more densely clustered within each category,
suggesting that the proposed framework is more
effective in capturing the nuanced consistency be-
tween multimodal samples of the same type.
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6. Conclusion
In this paper, we propose the effective low-
resource method named multimodal counterfac-
tual instance learning (MCIL) framework for the
entity-based multimodal information extraction
(MIE).We provide the theoretical foundation by the
use of the structural casual model to explore the
correlation between the different features and the
output labels. In the MCIL, we generate the coun-
terfactual instances by the interventions on the lim-
ited samples and exploit the causal effect as a su-
pervisory signal to maximize the effect for improv-
ing the generalization of the model. The experi-
mental results and detailed analysis show the ef-
fectiveness of MCIL to the entity-based MIE tasks
in various aspects.
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