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Abstract

African American English (AAE) has received recent attention in the field of natural language processing (NLP).
Efforts to address bias against AAE in NLP systems tend to focus on lexical differences. Whenever the structural
uniqueness of AAE is considered, the solution is often to remove or neutralize the differences. This work leverages
knowledge about the unique morphosyntactic structures to improve automatic disambiguation of habitual and non-
habitual meanings of “be” in naturally produced AAE transcribed speech. Both meanings are employed in AAE but
examples of Habitual be are rare in the already limited AAE data. Generally, representing contextual syntactic infor-
mation improves semantic disambiguation of habituality. Using an ensemble of classical machine learning models
with a representation of the unique POS and dependency patterns of Habitual be, we show that integrating syntactic
information improves the identification of habitual uses of “be” by about 65 F; points over a simple baseline model
of n-grams, and as much as 74 points. The success of this approach demonstrates the potential impact when we
embrace, rather than neutralize, the structural uniqueness of African American English.

Keywords: African American English, habitual be, syntactic dependencies, semantic disambiguation

1. Introduction

African American English (AAE) is considered a
low-resource language, facing the challenge of in-
adequate annotated data for training natural lan-
guage processing (NLP) models. While efforts to
enhance annotation have shown promise in im-
proving NLP performance on AAE (Dacon, 2022;
Masis et al., 2023), the process remains time-
consuming, expensive, and often demands exper-
tise that is not always available (Larimore et al.,
2021). Furthermore, AAE lacks access to the
same host of language-specific NLP tools avail-
able to dominant varieties such as Mainstream
American English (MAE). Therefore, there is a
need to develop NLP systems capable of recog-
nizing AAE features and automating the annota-
tion process, reducing reliance on large amounts
of training data (Blodgett et al., 2018; Luca and
Streiter, 2003).

This paper describes a syntactically informed
classifier designed for the automatic detection
and disambiguation of AAE’s habitual be. Word
sense disambiguation usually involves mapping to
senses from a lexical resource like the Princeton
Wordnet (Princeton University, 2010). Our work
achieves the same goal (automatically identifying
the correct sense of a word) with one sense of
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be, but the mapping step is missing for the simple
reason that WordNet does not include the habitual
sense. The use of be as a habitual aspect marker
in AAE presents challenges for disambiguation
due to its infrequency and lexical similarly to more
common uses of the word. Building on previ-
ous research that explored part-of-speech (POS)
tagging as a disambiguation parameter (Santiago
et al., 2022), our study delves deeper into the com-
plex syntactic patterns co-occuring with habitual
and non-habitual meanings of “be” in African Amer-
ican speech. Using linguistic data from two oral
history corpora of AAE speakers, we demonstrate
that integrating dependency parsing enhances au-
tomatic detection compared to the baseline and
previous POS-only approaches. The success of
our approach highlights the importance of incor-
porating unique linguistic features of marginalized
language varieties into NLP models.

2. Related Work

Recently, there has been a surge in NLP research
for AAE. Studies have explored dependency pars-
ing (Blodgett et al., 2018), POS-tagging (Dacon,
2022; Jgrgensen et al., 2016), hate speech classi-
fication (Harris et al., 2022; Sap et al., 2019), auto-
matic speech recognition (Koenecke et al., 2020;
Martin and Tang, 2020), dialectal analysis (Blod-
gett et al., 2016; Dacon, 2022; Stewart, 2014) and
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feature detection (Masis et al., 2022; Santiago
et al., 2022). Projects such as these rely heavily
on large amounts of labeled data, however, little re-
search is dedicated to optimizing the disambigua-
tion and annotation process.

When considering methods of mitigating bias
in NLP, AAE’s unique morphosyntactic structures
are often neglected. Semantic context and lexical
choice are more commonly accounted for (Barikeri
et al., 2021; Cheng et al., 2022; Garimella et al.,
2022; Hwang et al., 2020; Kiritchenko and Mo-
hammad, 2018; Maronikolakis et al., 2022; Silva
et al., 2021), but when focusing on improving a
model’'s understanding of AAE, research often in-
volves removing its morphological features (Tan
et al., 2020) or translating between MAE and AAE
(Ziems et al., 2023). In contrast, our work lever-
ages AAE’s morphosyntactic differences to im-
prove disambiguation of habitual and non-habitual
"be”, rather than neutralizing the uniqueness of
AAE.

Internet corpora, particularly Twitter data, domi-
nate the data used for NLP research on AAE (Deas
et al., 2023; Dacon, 2022; Harris et al., 2022; Blod-
gettetal., 2016, 2018; Stewart, 2014; Jones, 2015;
Jorgensen et al.,, 2016; Koufakou et al., 2020).
AAE is extremely pervasive online, however, it is
important to recognize its use in other domains
such as everyday speech. To examine organic
and authentic utterances, we use a corpus of oral
history interviews. These conversations provide
extensive linguistic evidence, allowing for reliable
statements about language use that are not always
possible with other corpora (Fasold, 1969; Roller,
2015). Oral histories also serve as a valuable re-
source for studying AAE in various contexts, in-
cluding higher education and healthcare, and for
examining variations based on factors like class or
gender (Syrquin, 2006; Hudley et al., 2022; Wel-
don, 2021; Morgan, 1994; Adolphs et al., 2004).
Through this, our dataset expands beyond the con-
ventional scope of NLP research on AAE and of-
fers a novel perspective.

3. African American English and
Invariant/Habitual Be

The habitual be is a well-documented linguistic
phenomenon in AAE. It is described as an aspec-
tual marker denoting a recurring, or habitual, ac-
tion (Green, 2002; Fasold, 1969). In contrast to
other instances of “be”, the habitual be is invari-
ant, meaning it never changes to agree with the
subject. As shown in the example below, the MAE
sentence requires the verb “be” to agree with “I” re-
sulting in “l am” rather than “l be”. Additionally, the
adverb "usually” is required to indicate the event is
recurring. AAE, on the otherhand, does not require

“be” to change form nor does it require additional
adverbs.

AAE: | be in my office by 7:30.
MAE: ‘| am usually in my office by 7:30’

Although relatively infrequent, habitual be is em-
ployed regularly by AAE speakers (Blodgett et al.,
2016) as well as speakers of 90 other Englishes
(Kortmann, 2020). No matter its rareness, accu-
rately detecting unique aspects of AAE helps mit-
igate biases within NLP as incorrect analysis of
AAE (Dacon et al., 2022) has led to ungrammatical
generations by Al (Deas et al., 2023) and biased
toxicity detection (Harris et al., 2022). Thus, further
exploration is needed into understand its linguistic
patterns from a computational perspective.

Habitual be is a term commonly used through-
out linguistic literature, however non-habitual in-
stances of an invariant be have also been docu-
mented. Such instances can indicate future tense
("It be October 15th before we can move in.” (Fa-
sold, 1969)), equivalence ("l be the truth” (Alim,
2004)), or emphasis ("New Haven be lit" (Harris,
2019)). Similar sentences appeared in our corpus,
containing functional but no structural differences
from habitual be. As such, these instances cannot
be disambiguated using dependency parsing or
POS tags. Therefore, we use habitual be broadly
to include non-habitual instances of the invariant
be that differ by meaning but not syntactic struc-
ture, while non-habitual refers to any non-invariant
form of be.

4. Data and Annotation

Despite the language’s recent popularity, natu-
ral spoken data for AAE is limited, resulting in a
research gap within AAE-focus corpus linguistic
studies and data-dependent NLP (Martin, 2022;
Dacon et al., 2022). Only in 2018 was the first
corpus of African American speech, the Corpus of
Regional African American Language (CORAAL)
(Kendall and Farrington, 2021), made available.
The Joel Buchanan Archive of African American
Oral History (University of Florida, 2023) is another
large and growing collection of AAE speech data,
containing over 700 oral history interviews with
African Americans throughout the southern United
States.

Our analysis of the syntactic structures associ-
ated with habitual be was conducted on a data set
of 250 manually annotated instances of “be” in the
Joel Buchanan Archive (Moeller et al., to appear).
This annotation was performed by a team trained
and tested on their abilities to recognize AAE fea-
tures. Following an established guideline, they an-
notated oral history transcripts by identifying sen-
tences containing habitual be while listening to an
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data set | habitual non-habitual
analysis 132 118
training 465 3,610
test 52 402
Table 1: Unaugmented data. The analysis data

was used to discover dependency patterns corre-
lating with habitual be. The training/test data are
sourced from a different AAE collection than the
analysis data.

accompanying audio recording. Our models are
trained and tested on a sample of the CORAAL cor-
pus that had previously been manually annotated
for habitual be (Martin, 2022). The final size of the
training and tests sets are shown in Table 1. These
splits are identical for all models and experiments.

5. Analysis of Habitual Be

Certain morpho-syntactic structures that strongly
correlate to the habitual be have been described in
the literature (Green, 2002; Fasold, 1972). Beyond
these established descriptions, our analysis of de-
pendency parses revealed additional syntactic rep-
resentations that can be harnessed to improve
classification. These syntactic structures were pro-
grammed as Boolean True/False rules with true
indicating whether the dependency structure was
found in the sentence. The output of these rules
serve as the training input to machine learning
classifiers (see Section 6 on Methodology).

5.1. POS Patterns

In their work, Santiago et al. (2022) leveraged lin-
guistic descriptions and POS tagging to develop
a rule-based method for identifying many non-
habitual instances of “be”. This allowed us to
filter out these instances, thereby balancing our
dataset by increasing the frequency of habitual be
examples. Implementing this filtering method, we
found that Santiago et al. (2022) did not account
for patterns of phonetic variation within the tran-
scripts. As a result of this discovery, we modified
their POS1 to include the words “wanna”, “trynna”,
“gonna”, and “gotta” in addition to the more stan-
dardized representations already covered by the
filter ("want to”, “trying to”, “going to”, “got to”). We
refer the reader to Santiago et al. or Appendix
15.1 for the full list of POS structures used in this
method, including our additional previously undoc-
umented “ad-hoc” patterns.

5.2. Dependency Syntax Patterns

Our investigation into NLP representation of the
habitual be involved a corpus analysis that re-

veal specific dependency patterns strongly corre-
lated to either the habitual be or non-habitual “be”.
The aforementioned sample of 250 manually an-
notated sentences was parsed using spaCy (ver:
3.2.2) (Honnibal et al., 2020), with 118 sentences
containing a non-habitual “be” and 132 sentences
containing a habitual one. From this, two major
patterns emerged for each class.

Patterns of Non-Habitual Be. The two primary
patterns for the non-habitual “be” are named Syn-
Par1 and SynPar2. Both are centered on the ar-
rangement of auxiliary verbs relative to the “be”.
SynPar1 occurs when the POS of “be” is tagged as
an auxiliary and it has a child with a dependency
relation of auxiliary. Synpar2 is similar to SynPar1
but has a sibling with a dependency relation of aux-
iliary. There were 36 instances of SynPar1 and 22
instances of SynPar2. Notably, the auxiliary child
or sibling is often a modal, suggesting that modals
are unlikely to co-occur with the habitual be.

(2) SynPar1: It would be so much excitement

(3) SynPar2: Those barriers really may not be
holding them back.

Patterns of Habitual Be. SynPar3 and SynPar4
are the two patterns associated with the habitual
be. SynPar3 occurs when “be” is labeled as an
auxiliary and has a head that is labeled as a verb.
This pattern is common among sentences in the
form of “<PRONOUN> be <VERB>-ing” as well as
cases where “be” precedes a passive verb both
of which have been documented in linguistic litera-
ture (Fasold, 1969; Green, 2002). SynPar4 occurs
when “be” is labeled as a verb, contrasting its more
frequent label of auxiliary. This pattern is also con-
sistent with existing literature, which finds habitual
be often preceding non-verbal predicates.

(4) SynPar3: Like a person be lying.

(5) SynPar4: They used to say that she always
be a spinster

Post-Hoc Syntactic Rules. After creating a pre-
liminary model with the training data, an error anal-
ysis revealed five additional instances that might
improve the disambiguation of “be”. These pat-
terns were not captured by the syntactic patterns
described above but appeared frequently in incor-
rectly labeled sentences. We call them post-hoc
due to their development from a bottom-up corpus
analysis independent from established linguistic lit-
erature or expectations.

(A1) “Don’t” preceding “be” indicates habituality
except for in imperative sentences.
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Like a person be lying .

o
<root>
lying
root
VER%
Like person be
mark nsubj aux  punct
SCONJ NOUN AUX PUNCT
a
det
DET

Figure 1: lllustration of SynPar3.

(6) She don’t be working out

(A2) When followed by interjections, conjunc-
tions, determinants, proper nouns, and punctua-
tion, “be” tends to be non-habitual.

(7) It wasn't as big as | thought it would be.

(A3) If the “be” is preceded by a pronoun in the
sentence, where the words between the pronoun
and “be” are not auxiliaries, verbs, or particles, it
tends to be habitual.

(8) I'just be liking the beat to a hip hop song

(A4) “Be” tends to be habitual when it is followed
by a verb ending in -ing and is not preceded by an
auxiliary verb, “to”, or any of the words following
words displaying phonetic variation of the infinitive

“t0”: “gonna”, “gotta”, “wanna”, or “tryna”.

(9) Elysa be showing me some work

(A5) When ‘be’ is preceded by a word ending in
-n’t that is not “don’t”, it tends to be non-habitual.

(10) 1 mean, you can but you wouldn’t be too suc-
cessful with it

6. Methodology

To overcome the issue of limited training data,
we approach AAE as a distinct linguistic system
with its own set of morphosyntactic rules, exploit-
ing its unique structures to improve semantic dis-
ambiguation. Grammatical knowledge about AAE
comes from two sources: (1) published linguistic
literature about the habitual be and (2) linguistic
patterns we discovered through our own analysis
of AAE speech data. Both sources of information
are scripted into True/False statements to identify
whether each pattern appears in a sentence con-
taining “be”. The output of all the rules is then used

as input to a machine learning classifier which la-
bels each instance of “be” as either habitual or non-
habitual.

Each sentence containing a “be” is treated as an
individual data point. Fewer than 5 sentences con-
tained more than one “be” in the original dataset
and so they were omitted. The habitual be dis-
ambiguation task is treated as a text classifica-
tion problem where the input is a sequence of
True/False values ¥ = (z1,...,x,) representing
properties of each data point. Each data point is
classified with one output label () that is either “ha-
bitual” or “non-habitual”.

Due to limited AAE data, a k-fold approach was
adopted, with the reported results representing the
average of the 10 folds. The training/test data sets
were created with a 90/10 division of the CORAAL
data and remained the same for all experiments
and models except the Transformer which used a
development data taken from the training set that
was the same size as the test set. Thus, the Trans-
former had a 80/10/10 split of training, develop-
ment and testing.

6.1. Classifiers

In cases of limited training data, deep learning is
not an ideal approach (Marcus, 2018). Instead
classical machine learning often achieves higher
performance (e.g., Jiang et al., 2023). Because of
this, we used scikit—learn (Pedregosa et al.,
2011) to implement an ensemble model that com-
bines logistic regression (LR), multilayer percep-
tron (MLP), and support vector classification (SVC)
modes. This decision was also motivated by San-
tiago et al. (2022) who demonstrated ensemble
models performed better than individual models.
The ’balanced’ parameter was added to the LR
and SVC models because the two classes were
severely unbalanced; however, the MLP model
has no such parameter. Voting was set to “soft”,
averaging the models’ probability predictions for
habituality rather than selecting by frequency of
class. N-grams, which served as the input for the
baseline model, were generated using NLTK (ver:
3.6.5) (Bird et al., 2009). The tools were used con-
sistently in all cases.

For the Transformer, we implemented the
fairseq (Ott et al., 2019) version with parameter
modifications that have been shown to be success-
ful in low-resource NLP tasks (Wu et al., 2021)".

4 encoder-decoder layers, 4 self-attention heads,
256 embedding size, 1,024 hidden size of feed-forward
layer, layer normalization before self-attention, decoding
left-to-right in a greedy fashion.

10406



They used to say that she always be a spinster , and it 's true .

Q
<root>

o

used
root
VERB\J\

They /say
nsubj / xcomp
PRON/ VERB

to be

aux ccomp
PART VERB \)
always
advmod

that she
mark nsubj
SCONJ PRON ADV

a

det
DET

, and /'s

punct cc conj
PUNCT CCONJ AUX
d 1Y

it true
nsubj acomp punct
PRON  ADJ PUNCT

spinster
attr
NOUN

Figure 2: lllustration of SynPar4.

6.2. Experiments

We conducted multiple experiments to investigate
how varying amounts of syntactic information af-
fect the system’s ability to recognize the habitual
be. The experiments derive from the hypothesis
that incorporating, rather than neutralizing, AAE
linguistic structures into NLP systems will improve
classification rates, thereby overcoming limitations
of scarce and unbalanced AAE data.

Part Of Speech (POS). The POS experiment
leverages previous work by Santiago et al. (2022)
(see Section 5.1) and incorporates POS patterns
described in published literature for both habitual
and non-habitual instances of “be”. For example,
given that many instances of habitual be are pre-
ceded by a pronoun and followed by verbs end-
ing in “ing”, an absence of these patterns sug-
gest a non-habitual use of “be”. These patterns
were translated into Boolean True/False rules, e.qg.
“the word preceding ‘be’ is NOT a pronoun and the
word following ‘be’ is NOT verb ending in -ing” and
the output of the rules serve as the input to the
models. See Appendix 15.1 for these patterns.

Dependency Patterns (DEP). This approach is
similar to the POS experiments but tests whether
AAE-informed syntactic patterns increase classifi-
cation rates. As described in Section 5.2, the pres-
ence or absence in each sentence of the four syn-
tactic environments, two each correlating to the ha-
bitual and the non-habitual be, serve as input to
the classifier model .

Post-hoc Rules (PH). In Section 5.2, we men-
tion post-hoc rules that were uncovered during an

error analysis of the combined POS+DEP models.
In this fifth experiment, we also translate these
rules to values that indicate the presence or ab-
sence of these structures in each sentence. The
results are used to evaluate the impact that our er-
ror analysis insights have on classification.

Interaction of Patterns (INT). After conducting
error analysis of the previous experiments using
augmented data (see below), we discovered that
some patterns interacted with each other in a way
that indicated habituality beyond their individual
scopes. Semantic disambiguation requires a mod-
eling of how the presence or absence of the differ-
ent structures in one sentence impact disambigua-
tion of habitual be.

The first interaction we discovered is that sen-
tences that do not contain any of the POS rules
described in Section 5.1 are much more likely to
be habitual. Thus, an additional rule (R1) was cre-
ated to flag the lack of any POS pattern.

Secondly, multiple syntactic patterns may ap-
pear in one sentence, which can lead to conflict-
ing likelihoods of habituality that the individual pat-
terns indicate. In these cases, we found that the
presence of one pattern often dominates, meaning
that when one pattern is present in the sentence,
its indication of habituality or non-habituatliy over-
powers the conflicting indications of other struc-
tures that are present in the sentence. For ex-
ample, our DEP rule called SynPar3 (see Section
5.2) indicates habituality; however, if a sentence
has been tagged by any POS rule (aka, R1 ==
0), the “be” in the sentence is more likely to be
non-habitual. From this, we decided to trigger a
change of the Boolean value of the less dominant
pattern to make it appear as though the structure

10407



flagged by that rule does not occur in the sentence.
A side effect is that the classifier sees the less dom-
inant rules as occurring less frequently than they
actually do in the data; however we hypothesized
this would make the dominating rule a stronger pre-
dictor of habituality, thus reducing the conflict be-
tween the two patterns in one sentence that indi-
cate opposed values of habituality.

Baseline (+ngrms) A baseline model trained on
simple textual data was used to compare against
linguistically informed models. The input for this
baseline model are bigram and unigram represen-
tations of the window of eight words surrounding
each “be” (four before and four after). This method
generated a total of 453 ngrams for each sentence.
Any data outside this window was ignored, as it is
unlikely to have a correlation with habituality.

We attempted to augment subsequent experi-
ments with this baseline, however we found that
adding all 453 ngrams reduced performance. It
is likely that additional information overwhelmed
the model while adding little useful information. To
avoid this confusing weight towards ngrams, we in-
stead added only the predicted habituality values
from the baseline model to other experiments.

Simple Part-Of-Speech Window (+win). Next,
we test whether syntactic information that has not
been informed by AAE distinctive structures might
improve disambiguation. We extract the POS tags
of the same eight-word window surrounding “be”
and added them to the input. For example, the
POS window for the AAE sentence in example (1)
in Section 2 would be pronoun preposition
pronoun noun. The tags are considered “sim-
ple” in that the model is given the POS of each
word without being told which patterns correlate to
a habitual and non-habitual “be”.

Data Augmentation (+aug) To reduce the bias
of the highly imbalanced training data as seen in
Table 1, we replicate Santiago et al. (2022)’s data
augmentation methodology which had a positive
impact on disambiguation of habitual be. This
method increases the quantity of training data
available for our model. The augmented sen-
tences were subjected to the same filtering mech-
anism used by Santiago et al. The filtering mecha-
nism eliminate sentences that do not align with ha-
bitual patterns. This filtering process ensures that
the training data is not only increased overall, but
that the augmented data also increases the size of
the habitual class, futher improving the balance of
training data.

7. Results

Each experiment was replicated on a Transformer
(Vaswani et al., 2017) and the results of the two
models were compared. After generating results,
we examined the mean and range of all the F;-
scores for habitual and non-habitual instances, as
well as their weighted average. The results of
the experiments are displayed in Tables 2 and 3.
Row 1 shows the simple baseline which provides a
comparison to training a model with only textual n-
grams. The baseline+win is the output of the base-
line model with the addition of a sequential 8-word
window of the POS tags that occur around the
“be”. Rows 2-6 compare models trained on various
amounts of syntactically-informed representations
of AAE sentences containing “be”. These rows dis-
play the combinations of the part-of-speech struc-
tures correlating to habituality (POS), the depen-
dency structures correlating to habituality (DEP),
the post-hoc rules that further refine the capture
of dependency patterns (PH), and the simplication
of co-occuring patterns that conflict in habituality
(INT). The columns indicate the addition of infor-
mation that is not syntactically informed. These
include the output of the simple baseline n-grams
models (+ngrms), an 8-word window of POS tags
surrounding the “be” (+win), and the results of syn-
thetic data augmentation with limited filtering of the
augmented data (+aug).

The simple baseline model feeds in only the
most basic information, unigrams and bigrams, to
the model. This baseline is insufficient with the lim-
ited available natural data. The baseline Ensem-
ble did much better than the Transfomer, reaching
aweighted average of .86 F;-score, yetonly .29 F; -
score for habitual be. However, feeding in a sim-
pler representation of the data brings a large jump
in performance. We created the simple represen-
tation by generating the parts of speech tags for
the same window of eight words surrounding each
“be” that the ngrams represented. This unsophisti-
cated syntactic representation (+win) improved the
overall F;-score to .92 with the Ensemble and .94
with the Transformer. Most notably, the habitual
be F,-score increased to .66 with the Ensemble
and made a nearly seventy-five point jump with the
Transformer.

The other models tested the impact of represent-
ing the sentences by their syntactic structures. For
comparison, we also tested these models with the
addition of the baseline’s output and the window
of POS tags that we used in the baseline model.
In each test, we added more syntactic informa-
tion. Model 2 (POS) had solely the POS rules de-
scribed in literature and in Santiago et al. (2022).
Model 3 (DEP) only represented the dependency
patterns. Model 4 (POS+DEP) combined the POS
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and the dependency patterns. Model 5 had the
post-hoc rules A1-A5 as well, and Model 6 was the
final model where the conflict of co-occuring pat-
terns was resolved. Though the overall F;-score
increases slowly with each subsequent model, the
biggest changes are visible when observing the
habitual F;-score in Table 3. The model had so
few habitual instances to train on relative to the
non-habitual instances, and therefore had a harder
time classifying them. Ultimately, the best results
without data augmentation come from Model 5
with the window of POS tags, which displays a 0.96
weighted average F;-score and a 0.83 habitual F;-
score with the Ensemble model. This is a sur-
prising result; we expected that Model 6, with the
added rule interactions, would perform the best.

Data augmentation increased the number of ha-
bitual sentences relative to non-habitual. With
these additional sentences, both models had more
data to train on and became a better predictor of
habituality, increasing the maximum habitual F;-
score from 0.83 to 0.95 with the Transformer. With
the Ensemble, this method did lead to a decrease
in the weighted average F;-score overall.

It is clear that leveraging the syntactic informa-
tion that distinguishes the two meanings of “be”
is a successful approach when training data for
AAE is limited. The best models are proficient in
classifying sentences as habitual or non-habitual,
as evidenced by the highest F;-score of 0.95 for
habitual and the weighted average F;-score, con-
sidering both habitual and non-habitual classes,
which also reached 0.96 by the Ensemble model.
The syntactically informed models outperformed
the simple baseline and the baselines with added
types of information (+win and +aug) that are not
informed by the unique syntax-semantic interface
of AAE. Table 3 shows a general trend that as more
structured linguistic information is added, the dis-
ambiguation of habitual be improves. The Trans-
former seems to converge with additional data and
minimal syntactic information while the Ensembles
shows a more gradual improvement. Interestingly,
the POS patterns tend improve the Transformer’s
ability to recognize habitual be more than the de-
pendency patterns while with the Ensemble the de-
pendency patterns tend to help.

The augmented data which balanced the train-
ing data by increasing the proportion of habitual
sentences shows the positive impact of additional
training data. The additional training data made no
significant difference on the overall performance
shown in Table 2, but it yields noticeable improve-
ment on the habitual class, as seen in Table 3.
This holds for both the Ensemble of classical ma-
chine learning models and the Transformer, but
the effect is slightly stronger for the latter. The
augmented baseline Transformer performs nearly

as well as the best model, suggesting that deep
learning has a higher dependence on data abun-
dance. It's worth noting that while data augmenta-
tion bolstered our results, the utilization of the filter-
ing mechanism in only the augmented data might
have introduced some bias into the results.

8. Discussion & Error Analysis

The best models achieve a mean F;-score of 0.95
for the habitual class, marking a significant im-
provement over both the system reported in San-
tiago et al. (2022) and the baseline. Notably,
models informed by AAE syntax consistently out-
perform baseline models lacking such information.
This trend is evident in the gradual addition of POS
tags, dependency patterns, and post-hoc syntactic
rules, demonstrating that the inclusion of syntactic
information enhances the model’s performance in
disabmiguating AAE’s habitual be.

Moreoever, there is potential for a comprehen-
sive data-driven approach that leverages relevant
AAE syntactic structures. For instance, one could
exhaustively generate syntactic rules that, once
computed for their feature importance, can then be
used as features in a classifier. Given our limited
resources, this was not feasible and we instead
opted to perform a small corpus analysis focusing
on relevant dependency patterns.

Our analysis confirms the prevalence of patterns
described by linguistic scholars of AAE while also
revealing previously unreported patterns. This un-
derscores the importance of leveraging existing lin-
guistic literature and expert knowledge in the de-
velopment of NLP systems for low-resource lan-
guages.

Our findings corroborate previous research,
such as Santiago et al. (2022), demonstrating the
effectiveness of data augmentation in enhancing
NLP performance for low-resource tasks. Specif-
ically, augmentation had a significant impact on
the habitual class, ranging from 0.11 to 0.19 (cf.
+aug and +win in Table 3). However, for the non-
habitual class, augmentation lead to a small de-
crease in Fy-scores (not reported in the tables).
The POS+DEP+PH+INT models had a mean F;-
score of 0.97 without augmentation that dropped to
0.95 after its implementation. A similar decrease
can be seen with the POS+DEP+PH models, drop-
ping from an F;-score of 0.98 to 0.94. While this
may be seen as a disadvantage of data augmen-
tation, it is a reasonable performance trade-off for
higher classification rates within the minority class.

9. Conclusion

This paper outlined a precise disambiguation
model for the habitual be in AAE, enabling NLP
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Ensemble Transformer

+hgrms +win +aug +ngrms +win +aug
1 baseline 0.86 n/a 092 0.80 | 0.83 n/a 0.94 0.93
2 POS 0.92 0.92 0.94 093 | 0.93 0.92 0.94 0.95
3 DEP 0.94 0.94 0.94 088 | 0.94 0.94 0.95 0.90
4 POS+DEP 0.93 0.94 0.95 0.92 | 0.95 0.95 0.95 0.95
5 POS+DEP+PH 0.95 0.95 096 0.94 | 0.95 0.95 0.95 0.95
6 POS+DEP+PH+INT | 0.95 0.95 095 094 | 0.94 0.95 0.95 0.95

Table 2:  The models’ performance on the habitual/non-habitual disambiguation of “be” using the

weighted average F;-scores by the number of true instances for each class. The F;-scores averaged
over 10 folds. Going from top to bottom, the second column indicates an increasing amount of syntactic
information added to the models (from only baseline to adding INT). Going across the columns of En-
sembles/Transformer from left to right, the second row indicates information added to the models that is
not unique to AAE (from none to adding +aug). See Section 6.2 for the meaning of the abbreviations.

Ensemble Transformer

+ngrms  +win +aug +ngrms  +win +aug
1 baseline 0.29 n/a 0.66 0.78 | 0.01 n/a 0.74 092
2 POS 0.72 0.72 0.75 0.93 | 0.72 0.72 0.77 0.95
3 DEP 0.74 0.73 0.74 087 | 0.72 0.74 0.79 0.89
4 POS+DEP 0.76 0.76 0.79 092 | 0.78 0.78 0.77 0.95
5 POS+DEP+PH 0.82 0.81 0.83 0.94 | 0.79 0.78 0.79 0.95
6 POS+DEP+PH+INT | 0.81 0.80 0.81 094 | 0.75 0.78 0.79 0.94

Table 3: Classification of the habitual class. F;-scores averaged over 10 folds. See the caption of Table

2 for explanations of the table.

systems to accurately identify instances of AAE
within extensive corpora. This capability not only
facilitates advancements in AAE-centered NLP
systems, but also holds potential benefits for the
African American community across various fields,
including health (Lee et al., 2022; Yoon et al.,
2023; Davis et al., 2024), education (Wolfe, 2019;
Samuel Proctor Oral History Program) and psy-
chology (Berger and Packard, 2022). Although the
habitual be is a relatively infrequent phenomenon,
its detection is crucial for enhancing NLP tools. Of-
tenly overlooked in lingustic research and tool de-
velopment, infrequent phenomena play a signifi-
cant role in mitigating biases toward minority lan-
guages. Additionally, the habitual be is found in 90
different English varieties (Kortmann et al., 2020)
at varying frequencies, suggesting that our work
can benefit and serve other minority English vari-
eties as well.

10. Limitations & Future Directions

Better baseline The baseline n-gram model was
produced using approximately 400 unigrams and
bigrams surrounding the “be”. In the later mod-
els, we instead used the habituality predictions of
the n-gram model as an input, since the number
of n-gram features overshadowed the influence of
the rule-based features. Future work could instead
use the estimated probability of the non-habitual

class generated by the baseline n-gram model.
Additionally, an alternative baseline model can in-
volve pretrained English embeddings.

Better data To reduce the bias of the highly im-
balanced training data, data augmentation was
shown to have a positive effect. Further work can
further reduce the bias by applying Santiago et al.
(2022)’s filtering mechanisms directly to the orig-
inal (not augmented) data, as well as the aug-
mented data. This filtering method uses the POS
patterns that are based on the published descrip-
tive literature (see Section 5.1) but not any that
were derived from a bottom-up corpus analysis or
a error analysis of a simpler habitual be disam-
biguation model. The advantage of basing the filter
only on these patterns is that they are completely
precise. These POS patterns are only found with
non-habitual sentences.

Feeding back into descriptive linguistics Our
features were built upon descriptive linguistic anal-
yses. While we reported the overall performance
of the models, a detailed analysis of the impor-
tance of each feature was not performed. The
newly discovered syntactic patterns and their fea-
ture importance can serve as valuable tools to in-
form the grammatical description of AAE and lin-
guistic theories in general.
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Generalisation Our models were trained only
on sentences containing one “be”, however this
project can be extended to analyze sentences con-
taining multiple. Room is also left for a com-
parative analysis of the performance of a model
trained on sentences with multiple “be’s” versus
sentences with singular.

Inter-annotator agreement Due to the time con-
suming process of manual annotation, each doc-
ument was annotated only once. Therefore, we
were not able to evaluate the quality of our annota-
tions using inter-annotator agreement.
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15. Appendices

15.1. Rules to filter non-habitual “be”

+ POS1: If the word immediately preceding “be”
is a modal, adjective, or “t0”.

POS2: If the word immediately following “be”
is an adjective, while the word immediately
preceding “be” is not a personal pronoun nor
a noun.

POS3: If the word immediately following “be”
is a preposition or subordinating conjunction,
while the word immediately preceding “be” is
a singular present verb.

POS4: If the word immediately preceding “be”
is a noun, and the word immediately preced-
ing that noun is an adjective
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+ POSS5: If the word immediately preceding “be”
is an adverb, and the word immediately follow-
ing “be” is either a personal pronoun or deter-
miner.

+ POSE6: If the word immediately preceding “be”
is an adverb, and either the word immediately
preceding the adverb is a verb, or modal

« If the word immediately following “be” is a ver-
bal noun, while the word immediately preced-
ing is not a personal pronoun nor a noun.
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