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Abstract
This paper introduces a novel approach called title phrase generation (TPG) for unsupervised keyphrase generation
(UKG), leveraging a pseudo label generated from a document title. Previous UKG method extracts all phrases from a
corpus to build a phrase bank, then draws candidate absent keyphrases related to a document from the phrase bank
to generate a pseudo label. However, we observed that when separating the document title from the document body,
a significant number of phrases absent from the document body are included in the title. Based on this observation,
we propose an effective method for generating pseudo labels using phrases mined from the document title. We
initially train BART using these pseudo labels (TPG) and then perform supervised fine-tuning on a small amount of
human-annotated data, which we term low-resource fine-tuning (LRFT). Experimental results on five benchmark
datasets demonstrate that our method outperforms existing low-resource keyphrase generation approaches even with
fewer labeled data, showing strength in generating absent keyphrases. Moreover, our model trained solely with TPG,
without any labeled data, surpasses previous UKG method, highlighting the effectiveness of utilizing titles over a phrase
bank. The code is available at https://github.com/kangnlp/low-resource-kpgen-through-TPG.

Keywords: keyphrase generation, unsupervised keyphrase generation, low-resource keyphrase generation,
semi-supervised keyphrase generation

1. Introduction

Keyphrase generation (KG) is the task of generating
a set of keyphrases representing the core content
of a document. Unlike keyphrase extraction (KE),
which can only extract present keyphrases that ap-
pear directly in a document, KG has the advantage
of also generating absent keyphrases that do not
appear in a document. The generated keyphrases
can be used in text summarization (Zhang et al.,
2004; Li et al., 2020), recommendation systems
(Bai et al., 2018). In particular, absent keyphrases,
which offer semantic expansion through synonyms
and related terms, play a crucial role in enhancing
retrieval performance by creating document index
terms (Boudin et al., 2020).

KG can be broadly categorized into supervised
and unsupervised methods. The supervised ap-
proach primarily leverages large datasets, such
as the KP20k (Meng et al., 2017) with human-
annotated data, and exhibits robust performance
(Chen et al., 2020; Ye et al., 2021a,b; Xie et al.,
2022). Recently, an unsupervised method that
trains models with pseudo-labeled data in an envi-
ronment without human-annotated data was pro-
posed (Shen et al., 2022). Although candidate
present keyphrases can be easily acquired through
previously proposed unsupervised KE methods,
obtaining candidate absent keyphrases remains
challenging. Shen et al. (2022) extract noun
phrases from all documents in the KP20k to build
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Figure 1: Overview of the proposed two-stage ap-
proach for low-resource keyphrase generation.

a phrase bank. They then retrieve candidate ab-
sent keyphrases related to a document from phrase
bank to construct a pseudo label (also referred to
as "silver" label).

However, both the supervised and unsupervised
methods have certain drawbacks. Supervised ap-
proaches, which depend on large datasets, cannot
be applied to scenarios with limited or expensive
annotated data. The unsupervised method also
requires a large number of documents to build a
phrase bank, which is essential for obtaining candi-
date absent keyphrases. To address the limitations
of both methods, a ‘low-resource’ semi-supervised
approach has been proposed (Wu et al., 2022a),
that involves unsupervised pre-training for repre-
sentation learning and fine-tuning with a small set

https://github.com/kangnlp/low-resource-kpgen-through-TPG
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  Stiffness analysis of a general PTPM using an algebraic method. Result comparison 
between the proposed method and a finite element analysis method. A new stiffness index relating 
the stiffness property to the wrench experienced in a task.

Stiffness analysis of parallelogram-type parallel manipulators using a strain energy methodTitle: 
Body: 

Body-Present Keyphrases:
Body-Absent Keyphrases:

Gold Keyphrases: stiffness analysis ; parallelogram-type parallel manipulator ; 
strain energy method ; algebraic method ; stiffness index

stiffness analysis ; algebraic method ; stiffness index
parallelogram-type parallel manipulator ; strain energy method

Figure 2: An example from KP20k dataset.
Keyphrases present in the document body are col-
ored blue, and absent ones are colored red. Two
keyphrases absent in the document body are in-
cluded in the title.

of labeled data.
In this study, we introduce a two-stage semi-

supervised keyphrase generation method, as de-
picted in Figure 1. We propose an unsuper-
vised pre-training method TPG to enhance ab-
sent keyphrase generation performance by utilizing
each document’s title. As will be discussed in more
detail in Section 2, when the title and document
body are treated separately instead of being con-
catenated, it is demonstrated that titles contain a
wealth of absent phrases. Large datasets across
various domains, such as KP20k (scientific papers),
KPTimes (news), and StackExchange (questions),
show that on average, 74% of the documents con-
tain at least one absent phrase in their title.

We mine the noun phrases absent in the doc-
ument body from the title and use them as can-
didate absent keyphrases. Additionally, phrases
extracted from the document body are utilized as
candidate present keyphrases, with some being re-
placed in the document body with <mask> tokens
to serve as candidate absent keyphrases. Using
candidate keyphrases, we construct a pseudo la-
bel for each document, then train the BART with
these pseudo labels and subsequently fine-tune
it with 5,000 (5k) and 20,000 (20k) labeled data
samples, respectively. Our experiments on five sci-
entific benchmark datasets demonstrate that our
proposed method outperforms existing models in
low-resource keyphrase generation settings. Thus,
we experimentally demonstrate the effectiveness
of TPG, which leverages phrases mined from each
document’s title, in enhancing keyphrase genera-
tion performance in low-resource scenarios.

The main contributions of this study are:

• Our analysis of large datasets such as KP20k,
KPTimes, and StackExchange reveals that,
on average, 74% of the documents contain at
least one phrase in the title that is absent from
the document body.

• Based on this observation, we propose TPG,
a novel UKG approach that trains BART with a

pseudo label, where phrases mined from the
document’s title serve as the primary candi-
date absent keyphrases.

• We experimentally demonstrate that TPG sig-
nificantly contributes to the enhancement of ab-
sent keyphrase generation performance with
fewer labeled data than existing low-resource
keyphrase generation models.

Figure 3: Percentage of documents that contain
absent phrases in their titles in each of the three
different types of datasets.

2. Absent Phrases in Titles

The title captures the essence of the document
in concise sentences. Because writers intend to
convey the main content effectively through the ti-
tle to grab the readers’ attention, the title can be
seen as a brief summary of the document. There-
fore, instead of treating a title as equivalent to the
document body by concatenating it, as in previous
studies, it may be more beneficial for keyphrase
generation (KG) performance to utilize titles differ-
ently.

In this context, Ye and Wang (2018) demon-
strated an enhancement in KG performance by
introducing the auxiliary task of generating a docu-
ment’s title from its body. However, rather than gen-
erating the title in its entirety, introducing a task that
generates a pseudo keyphrases set from phrases
extracted from the title may be more effective. This
is because of its closer alignment with the ultimate
objective task compared with simply generating
the title. By treating titles as separate metadata,
certain phrases present in the title may become
absent phrases because they do not appear in
the document body. This implies that titles can
be leveraged as a resource to mine for candidate
absent keyphrases. As shown in Figure 2, three
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Dataset KP20k KPTimes StackExchange
Type Paper (Abstract) News Question

Total Docs 514,154 259,923 298,965
Docs (Abs in Title ≥ 1) 380,676 207,984 199,736
Docs (Abs in Title ≥ 2) 184,792 102,047 69,403
Docs (Abs in Title ≥ 3) 57,009 21,227 13,895
Docs (Abs in Title ≥ 4) 13,923 2,034 2,258
Docs (Abs in Title ≥ 5) 3,252 108 347

Avg. number of Pres in Title 1.8 1.3 1.5
Avg. number of Abs in Title 1.3 1.3 1.0

Table 1: Statistics on phrases in the titles for each
of the three different types of datasets (train set).

correct keyphrases are contained in the title, of
which ‘parallelogram-type parallel manipulator ’ and
‘strain energy method ’ are absent from the docu-
ment body.

To recognize the potential of titles as resources
for mining candidate absent keyphrases, we ana-
lyzed phrases contained in the titles of various large
datasets of different types, including the KP20k
of scientific papers (Meng et al., 2017), the KPTi-
mes of news articles (Gallina et al., 2019), and the
StackExchange of questions (Yuan et al., 2020).
After separating the document body and titles, a
morphological analysis of each word in the title
was performed using the tokenizer provided by
NLTK1, and the noun phrases were extracted. Fol-
lowing the method suggested by Meng et al. (2017),
we tokenize the extracted noun phrases and the
document body, and then stem each word using
the NLTK’s PorterStemmer to classify phrases as
present or absent.

As observed in Figure 3, approximately 74%
of all document titles contained at least one ab-
sent phrase2. Approximately 33% of the document
titles incorporated two or more absent phrases,
and approximately 8% of the titles had three or
more absent phrases. More detailed information
on phrases from the dataset-specific titles can be
found in Table 1.

These analytical results highlight the capability
of titles to serve as a valuable resource for mining
not just high-quality candidate present keyphrases
but also candidate absent keyphrases. This per-
spective can be particularly helpful in scenarios
lacking annotated data. Most of the domains con-
tained readily available titles. By simply separating
the title from the document body, one can extract
candidate present keyphrases as well as candidate
absent keyphrases to create pseudo labels.

Therefore, we propose a straightforward unsu-
pervised pre-training method called TPG, which
utilizes pseudo labels. During the TPG phase, the
model input does not include the title. Instead,
we extract phrases that are present and absent

1https://www.nltk.org/
2Here, an ‘absent phrase’ refers a phrase that is not

found within the document body but is included in the
title.

in the document body from the title and consider
these phrases as the highest-ranked candidate
keyphrases. Next, we extract phrases from the
document body. Some of these are augmented as
candidate present keyphrase, whereas others are
augmented as candidate absent keyphrase by re-
placing them with <mask> tokens in the document
body. The pre-trained language model, BART is
then trained on these pseudo labels. After the TPG
pre-training, the model is further fine-tuned on a
smaller set of labeled data. More details are pro-
vided in the subsequent sections.

3. Methodology

The proposed method consists of a two-stage
process: 1) unsupervised pre-training using ti-
tles, termed as TPG, and 2) low-resource super-
vised fine-tuning, referred to as LRFT. In this
study, we utilize BART (Lewis et al., 2020), a
Transformer encoder-decoder based pre-trained
language model. We train the model using the
One2Seq paradigm, in which the present and ab-
sent keyphrases is generated as a single ranked
sequence (Yuan et al., 2020). The learning objec-
tive is to produce a sequence set of keyphrases,
termed the target text Y , which is ranked by im-
portance when given an input text X = x1, . . . , x|x|
(where |x| represents the total number of tokens in
the input document). Y is composed of a sequence
of present keyphrases Y P = [yp1 , . . . , y

p
|YP |] (where

|YP | is the number of present keyphrases) and ab-
sent keyphrases Y A = [ya1 , . . . , y

a
|YA|] ( where |YA|

is the number of absent keyphrases). In the TPG,
X does not include the title, and Y is a pseudo
label constructed from phrases extracted from the
title and X. In LRFT, X includes the title, and Y
utilizes the annotated keyphrases from the dataset.

3.1. Unsupervised Pre-training
As shown in Table 1, 380,676 documents in the
KP20k training set contain at least one absent
phrase in their titles. To ensure the inclusion of
at least one absent phrase in the pseudo labels,
we conduct unsupervised pre-training using these
380,676 documents.

3.1.1. Mining Phrases from Title

We tokenize the title and perform POS tagging
for each word using NLTK. Noun phrases are
defined using the regular expression NP =
< NN. ∗ |JJ > ∗ < NN.∗ > and extracted using
NLTK’s RegexpParser. Then, we tokenize the ex-
tracted noun phrases and the document and stem
each word using the NLTK’s PorterStemmer to clas-
sify them as present or absent phrases. Phrases

https://www.nltk.org/
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 This paper builds theoretical models for the entire powertrain of 
EVs to describe EV dynamics with both mechanical and electrical 
systems. A Matlab model of an EV is developed to verify the 
derived theoretical models for the entire powertrain of EVs. A 
variety of final vehicle driving performances are analyzed and 
predicted as a function of electrical quantities.

Ranked Top-k Candidate Present Keyphrases

ev dynamics ; ev ; entire powertrain ; final vehicle driving performances  
; electrical systems ; electrical quantities ; matlab model 

< mask >

< mask >

modeling ; dynamics ; ev dynamics ; ev ; entire powertrain ; 
final vehicle driving performances ; electrical systems ; 
electric vehicle powertrains ; electric vehicle ; vehicle powertrains ;
electrical quantities ; matlab model  

Ranked Top-k
Candidate Absent keyphrases

Figure 4: (Left) Process of mining phrases from the title. (Right) Masking the input document and
constructing the pseudo label.

mined from the title are defined as Y P
title for present

phrases and Y A
title for absent phrases.

According to our observations, the Y A
title contains

only the longest noun phrases within the title. How-
ever, many subphrases within the extracted noun
phrases are absent from the document body. As
shown in Figure 4, the initially extracted absent
phrase "electric vehicle powertrains" includes ab-
sent phrases "electric vehicle" and "vehicle pow-
ertrains". To provide more signals for the model
to generate phrases that do not appear in the in-
put, we augment the Y A

title by adding the absent
subphrases of each phrase in Y A

title. However, this
could lead to an excessive increase in Y A

title. There-
fore, we rank Y A

title based on the embedding sim-
ilarity score Score(X, p) between the document’s
embedding E(X) and the embedding E(p) of the
phrases in Y A

title. Only the top-10 phrases that are
absent are included in the Y A

title.
Score(X, p) = E(X) · E(p)

For the embeddings, we use SBERT3 and employ
the dot-product for the similarity score.

3.1.2. Constructing Pseudo Label

We not only employ both present and absent
phrases extracted from the title, but also use
phrases extracted from the document body to con-
struct a pseudo label.

To extract candidate keyphrases from the doc-
ument body, we extract noun phrases using the
same method as for the title, but do not mine sub-
phrases. Initially, all phrases extracted from the
document body are considered candidate present
keyphrases and defined as Y P

doc. We rank Y P
doc in

the same way as when ranking Y A
title, using the

similarity score between the embedding of the en-
tire document body E(X) and the embedding E(p)

3https://huggingface.co/
sentence-transformers/all-mpnet-base-v2

of a phrase in Y P
doc. Only the top-10 phrases are

included in Y P
doc.

Next, the phrases ranked from 6th to 10th in Y P
doc

are replaced with the <mask> token for training.
The phrases masked in the document body become
candidate absent keyphrases, thus we can define
Y A
doc = Y P

doc[5 : 10]. The Y P
doc is also redefined as

Y P
doc = Y P

doc[: 5].
Consequently, we now have a total of four

phrases lists: Y P
title, Y

A
title, Y

P
doc, Y

A
doc. We re-

gard phrases extracted from the title as high-
level phrases with a higher probability of being
keyphrases than those extracted from the docu-
ment body. Therefore, they are placed before
the phrases extracted from the document body.
Therefore, the final pseudo label is constructed
as Y =< Y P

title, Y
P
doc, Y

A
title, Y

A
doc >. We refer to this

strategy of placing the present keyphrases at the
front and the absent keyphrases at the end as Pres-
Abs. Figure 4 illustrates the process of constructing
a pseudo label.

3.1.3. Training with Masked Document

In this study, we utilize BART (Lewis et al., 2020),
a Transformer encoder-decoder based pre-trained
language model. BART is pre-trained through ‘text-
infilling’ by sampling spans from the document fol-
lowing a poisson distribution with a mean length of
λ = 3 and then replacing these spans with <mask>
tokens for subsequent restoration. The pretrained
BART model has an inherent propensity to restore
appropriate text at positions where the <mask> to-
kens are present in the input document. Therefore,
we can expect tasks such as replacing the present
phrase in the document with a <mask> token and
having a model to generate masked phrases or
restoring the original text to be beneficial for the
absent keyphrase generation task.

Wu et al. (2022a) demonstrated that pre-training
by masking salient spans in a document and

https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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then restoring or generating the masked portions
could enhance the performance of low-resource
keyphrase generation. Inspired by this, we employ
a masking technique to augment the candidate ab-
sent keyphrases in Y . Because phrases are gen-
erally extracted from a document body in numbers
exceeding 10, we mask the phrases ranked be-
low the top-5 but within the top-10 in the ranked
candidate present keyphrases with <mask> tokens
wherever they appear in the document body. These
replaced phrases are utilized as candidate absent
keyphrases. Finally, we train the BART using the
masked document body as the input text and the
pseudo label as the target text.

3.2. Supervised Fine-tuning
When trained using the TPG approach, the model
can generate absent keyphrases on its own, with-
out any supervised fine-tuning. As discussed in
Section 4.5.3, the TPG-trained BART outperforms
the recently proposed UKG model. However, the
performance of UKG models in keyphrase genera-
tion can be poor in actual applications.

A practical solution to this challenge is to perform
supervised fine-tuning using small, cost-effective,
curated labeled data. Considering the challenges
of limited resources, we randomly sampled 5,000
and 20,000 documents from the KP20k dataset for
supervised fine-tuning. In this phase, the title is
concatenated with the document body as part of
the input X, and Y is composed in the Pres-Abs
order using the annotated keyphrases, just as we
organized the pseudo labels during the TPG.

3.3. Beam Search Decoding
We employ the beam search for decoding. Beam
search enables the generation of more diverse
keyphrases. Beam search in KG differs from its
application in typical natural language generation
(NLG) tasks. In conventional NLG tasks, only the
top beam’s output is considered, whereas in KG,
all specified beam outputs are considered (Meng
et al., 2021). Following Shen et al. (2022), we set
the beam size to 20.

4. Experiments

4.1. Datasets
Unsupervised Pre-training Dataset. For the un-
supervised pre-training, TPG, we construct masked
document-pseudo label pairs, as mentioned in Sec-
tion 3.1, using 380,676 documents from the KP20k
dataset that contain one or more absent phrases
in the title. Of these, 350,000 documents are used
for the training set, and the remaining 30,676 are
used for the validation set.

Dataset KP20k Inspec Krapivin NUS SemEval
Docs 20,000 500 400 211 100

Avg. Doc Length 178 129 183 219 235
Avg. keys 5.28 9.83 5.85 11.65 14.66

Avg. Present-Keys 3.32 7.23 3.25 6.34 6.25
Avg. Abssent-Keys 1.96 2.59 2.59 5.31 8.41
Avg. Key Length 2.04 2.48 2.21 2.22 2.38

Table 2: Statistics of the test datasets.

Low-resource Fine-tuning Dataset. To com-
pare the performances based on the degree of
limited resources, we create two separate training
sets by randomly sampling 5,000 and 20,000 doc-
uments from the KP20k dataset. In both cases,
2,000 randomly sampled documents are used as
the validation set.

Testing dataset. For evaluation, we employ the
test dataset of KP20k as well as four scientific
datasets: Inspec (Hulth, 2003), Krapivin (Krapivin
and Marchese, 2009), NUS (Nguyen and Kan,
2007), and SemEval2010 (Kim et al., 2010). The
statistics of each dataset used for evaluation is de-
tailed in Table 2.

Following Wu et al. (2022a), we preprocess all
datasets by lowering the text and replacing inte-
gers with [digit]. During the unsupervised pre-
training phase (TPG), only the body text are used
as the input text, excluding the title. In the low-
resource fine-tuning (LRFT) stage and during infer-
ence, both the title and body text are concatenated
using [sep] to form the input text.

4.2. Baselines
In this study, to verify the effectiveness in a low-
resource setting, we compare the performances
of models that use only a small amount of labeled
data for training.

One-stage methods. The one-stage method
trains directly using a small labeled dataset with-
out any separate unsupervised pre-training. We
set ExHiRD-h (Chen et al., 2021), One2Set (Ye
et al., 2021b), and Transformer with weights initial-
ized randomly without pre-training as our baselines.
These models were trained using only 20,000 la-
beled documents, Dkp, from the KP20k training
set.

Two-stage methods. Wu et al. (2022a) demon-
strated that representations trained by either mask-
ing (M) or deleting (D) salient spans (SS) from the
document, and subsequently predicting (P) SS or
restoring (R) the noisy document, are beneficial for
the keyphrase generation task. They constructed
the Daux from the KP20k training set, excluding
the 20,000 examples used for Dkp. The model
was pre-trained on Daux using the proposed mask-
ing/deletion and prediction/restoration method, and
then fine-tuned on the Dkp.
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Model KP20k Inspec Krapivin NUS SemEval
F1@5 F1@M F1@5 F1@M F1@5 F1@M F1@5 F1@M F1@5 F1@M

ExHiRD-h (20k) 0.35 0.57 0.26 0.41 0.65 0.98 0.46 0.57 0.43 0.56
One2Set (20k) 0.54 0.98 0.10 0.15 0.71 1.32 0.69 1.01 0.66 0.94

Transformer (20k) 1.16 1.90 0.48 0.71 1.30 1.86 1.50 2.02 1.17 1.44
BART (20k) 0.93 1.87 0.89 1.58 1.37 2.52 1.06 1.70 0.87 1.24

BART+SSP-M (20k) 1.39 2.78 0.93 1.70 2.24 4.34 1.77 2.92 1.66 2.31
BART+SSP-D (20k) 1.35 2.73 0.91 1.63 2.19 4.06 1.86 2.79 1.28 1.78
BART+SSR-M (20k) 1.95 3.42 1.04 1.73 2.41 3.87 2.16 3.12 1.85 2.39
BART+SSR-D (20k) 1.95 3.76 1.22 2.07 2.55 4.63 3.11 5.31 2.15 2.89

BART+TPG (5k) 2.55 3.79 2.29 3.46 3.16 4.40 3.80 4.89 3.02 3.46
BART+TPG (20k) 2.97 4.33 2.77 3.74 3.83 5.24 4.71 6.53 3.08 3.56

Table 3: Results on Absent keyphrase generation. 5k and 20k denote fine-tuning on 5,000 and 20,000
human-annotated data, respectively. The best performance is bold and the second-best is underlined.

Model KP20k Inspec Krapivin NUS SemEval
F1@5 F1@M F1@5 F1@M F1@5 F1@M F1@5 F1@M F1@5 F1@M

ExHiRD-h (20k) 24.01 29.92 22.41 25.21 22.83 29.32 28.26 33.75 22.23 26.71
One2Set (20k) 15.76 23.84 10.46 14.21 15.23 23.24 20.61 28.22 15.11 20.48

Transformer (20k) 11.06 18.04 6.63 9.91 10.05 17.12 14.51 20.72 8.77 12.13
BART (20k) 26.97 31.54 28.54 33.93 26.62 31.12 33.88 33.08 26.33 30.12

BART+SSP-M (20k) 28.04 32.30 27.39 32.25 27.51 33.59 34.35 39.21 24.49 27.72
BART+SSP-D (20k) 28.29 32.63 27.29 32.84 27.46 32.49 33.44 38.05 26.04 29.47
BART+SSR-M (20k) 25.83 33.00 22.57 28.09 23.18 30.01 31.13 36.86 22.60 27.28
BART+SSR-D (20k) 28.82 35.43 24.35 30.17 27.08 34.30 34.34 40.49 23.69 29.04

BART+TPG (5k) 29.70 28.58 38.48 41.33 30.42 29.46 34.87 36.15 28.76 31.24
BART+TPG (20k) 30.49 29.02 34.44 39.06 29.40 28.66 35.82 36.78 28.68 30.69

Table 4: Results on Present keyphrase generation. 5k and 20k denote fine-tuning on 5,000 and 20,000
human-annotated data, respectively. The best performance is bold and the second-best is underlined.

• BART+SSP-M & BART+SSP-D: Pre-training
involves either masking (M) or deleting (D)
salient spans (SS) and then predicting the
SS. Subsequently, fine-tuning is performed on
Dkp.

• BART+SSR-M & BART+SSR-D: Pre-training
involves either masking (M) or deleting (D)
salient spans (SS), and then restoring the orig-
inal document. Subsequently, fine-tuning is
performed on Dkp.

The experimental results of all the baselines
adopted in this study refer to the performance re-
ported by Wu et al. (2022a).

4.3. Evaluation
Following Wu et al. (2022a), we use the F1@5 and
F1@M (Yuan et al., 2020) metrics to evaluate the
prediction performance for both present and ab-
sent keyphrases. F1@5 computes the F1 score by
considering only the top 5 predicted keyphrases in
comparison with the ground truth, whereas F1@M
assesses the F1 score based on the entire set of
keyphrases predicted by the model. We report
the macro-average F1@5 and F1@M performance
scores. We conduct experiments three times on
randomly sampled 5k and 20k labeled datasets,
and report their average performance.

4.4. Implementation Details

We use ‘bart-base’4 as a base model. We add
[digit] and [sep] as special tokens and train
the model.

For the TPG pre-training phase, we employ a
batch size of 32, a learning rate of 2e-4, and a warm-
up ratio of 0.1. The model is trained for 10 epochs,
saving a checkpoint after each epoch. From these,
we select the checkpoint with the lowest validation
loss for the LRFT phase. For the LRFT, we use a
batch size of 16, a learning rate of 1e-5, and a warm-
up ratio of 0.1, and training for 10 epochs. We save
checkpoints after each epoch and pick the model
with the lowest validation loss for evaluation. All
experiments were conducted using a single NVIDIA
A100-PCIE-40GB GPU.

4.5. Results

4.5.1. Main Results

Table 3 shows the results of the Absent Keyphrase
generation experiments after pre-training with TPG
and then fine-tuning with a small labeled dataset.
The performance of the proposed model surpasses
that of existing models. Remarkably, BART+TPG

4https://huggingface.co/facebook/
bart-base

https://huggingface.co/facebook/bart-base
https://huggingface.co/facebook/bart-base
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(5k) fine-tuned with 5,000 labeled data points
achieves higher performance than the baselines
fine-tuned with the 20,000 labeled data points.
BART+TPG (20k), fine-tuned with the same 20,000
labeled data as the baselines, achieves state-of-
the-art (SOTA) performance across all benchmark
datasets. This demonstrates that the TPG stage ef-
fectively aligns the model, enhancing its capability
to generate absent keyphrases more effectively.

A noteworthy observation is that our proposed
TPG approach, even though it is pretrained on
fewer documents than the baselines, achieves su-
perior performance. BART+SSP-M & BART+SSP-
D and BART+SSR-M & BART+SSR-D are pre-
trained on nearly all documents in the KP20k train-
ing set (about 500,000), excluding 20,000. How-
ever, our TPG approach involves the pre-training
of only around 350,000 documents that contain at
least one absent phrase in their titles. This indi-
cates that our TPG approach requires less data,
time, and cost for pre-training, yet demonstrates
a higher performance, even when fine-tuned with
a smaller amount of labeled data. This empha-
sizes that our TPG approach is more efficient than
previous methods, providing substantial improve-
ments in absent KG performance in low-resource
settings. Furthermore, it proves effective even in
extremely low-resource situations, with as few as
5,000 labeled data points available.

Table 4 shows the Present keyphrase genera-
tion performance in a low-resource context. The
BART trained with TPG consistently achieves state-
of-the-art (SOTA) performance in F1@5 across all
datasets. Remarkably, the BART+TPG (5k), even
when trained with just 5,000 data points, exceeds
the performance of existing models fine-tuned with
20,000 data points across all datasets. In some
cases, it outperforms BART+TPG (20k) fine-tuned
with 20,000 data points. This highlights that TPG
itself ensures robust keyphrase generation perfor-
mance and provides effective representations in
highly resource-constrained settings. However, in
terms of F1@M, our models do not always out-
perform the two-stage baselines on the KP20k,
Krapivin, and NUS datasets. This may be owing
to the limitations of the unsupervised keyphrase
extraction (UKE) method used to extract candidate
present keyphrases. Nevertheless, by exploring
more advanced UKE techniques, there is a promis-
ing potential to further enhance the performance
in the present keyphrase generation, pointing to a
direction for future work.

4.5.2. Title Generation vs. Title Phrase
Generation

We conduct a comparative experiment to determine
the effectiveness of two pre-training tasks for low-
resource KG: title generation (TG), which involves

Model Present Absent
F1@5 F@M F1@5 F@M

BART 28.15 30.03 1.65 1.89
BART+TG 30.86 33.03 2.55 3.09

BART+TPG 32.45 33.35 2.96 4.00

Table 5: Average performance across 5 datasets:
BART fine-tuned on 5k samples without pre-
training, with TG pre-training, and with TPG pre-
training.

generating the title itself, and title phrase generation
(TPG), which involves generating a pseudo label
constructed from mined phrases within the title. TG
is similar to that proposed by Ye and Wang (2018),
but it differs in that we use only 350,000 documents
from KP20k that contain at least one absent phrase
in the title for training. For a fair comparison with
TPG, we first train solely with TG before proceeding
to fine-tuning. After pre-training with both TG and
TPG, we fine-tune using 5,000 labeled data points
to compare the keyphrase generation performance.

Table 5 presents the average performance
across the five benchmark datasets based on differ-
ent pre-training methods, and it is evident that TG
also contributes to low-resource keyphrase gen-
eration. However, TPG achieves a higher aver-
age performance for both the present and absent
keyphrase generations. This suggests that the task
of generating a pseudo label based on the title is
more suitable in extremely resource-limited situa-
tions than generating the entire title itself.

4.5.3. TPG in Zero-Shot Settings: Phrase
Bank vs. Title

The previous UKG method, AutoKeyGen (Shen
et al., 2022) utilizes a phrase bank built by ex-
tracting noun phrases from all documents in the
KP20k as a resource to obtain candidate absent
keyphrases. However, we have demonstrated that
the title can serve as a valuable resource for de-
riving candidate absent keyphrases. To compare
the two strategies for acquiring candidate absent
keyphrases, we evaluate the keyphrase prediction
performance of two unsupervised models, AutoKey-
Gen and TPG, both trained solely with pseudo la-
bels and without any fine-tuning the annotated data.

We omit the subphrase mining process intro-
duced in Section 3.1.1, when TPG is used solely
in an unsupervised scenario, because while sub-
phrases extracted from the title’s absent phrases
can provide useful signals to learn useful repre-
sentations in the intermediary steps of KG, they
can lead the model to learn to generate redundant
phrases in a fully unsupervised scenario.

We explore whether training on documents with
more absent phrases in their titles improves ab-
sent keyphrase generation, even if it reduces the
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Model KP20k Inspec Krapivin NUS SemEval
@5 @10 @O @5 @10 @O @5 @10 @O @5 @10 @O @5 @10 @O

AutoKeyGen 23.4 24.6 23.8 30.3 34.5 33.1 17.1 15.5 15.8 21.8 23.3 23.7 18.7 24.0 22.7
TPG (Abs ≥ 1) 21.6 17.4 16.1 38.9 41.7 40.8 22.6 20.7 19.6 26.6 25.9 24.8 27.3 26.4 26.2
TPG (Abs ≥ 2) 20.2 16.4 16.7 39.8 39.9 40.3 21.3 18.6 18.9 26.3 24.5 24.9 25.3 24.6 24.8
TPG (Abs ≥ 3) 17.9 13.7 16.1 39.2 35.2 37.6 20.6 15.6 17.9 23.2 20.2 22.9 24.5 20.4 22.2

Table 6: Present keyphrase generation performance in a zero-shot setting.

Model KP20k Inspec Krapivin NUS SemEval
R@10 R@20 R@10 R@20 R@10 R@20 R@10 R@20 R@10 R@20

AutoKeyGen 2.3 2.5 1.7 2.1 3.3 5.4 2.4 3.2 1.0 1.1
TPG (Abs ≥ 1) 1.6 1.6 2.1 2.1 1.7 1.7 3.4 3.4 1.4 1.4
TPG (Abs ≥ 2) 2.5 2.7 2.8 3.2 2.7 2.9 3.4 3.6 1.1 1.5
TPG (Abs ≥ 3) 2.0 2.4 3.6 3.8 2.4 2.9 1.4 2.7 1.1 1.3

Table 7: Absent keyphrase generation performance in a zero-shot setting.

total number of documents used for training. As
analyzed in Table 1, we conduct experiments on
TPG trained on documents that contain at least one
absent phrase in the title (Abs ≥ 1, 380k), on docu-
ments that contain at least two absent phrases (Abs
≥ 2, 185k), and on documents that contain at least
three absent phrases (Abs ≥ 3, 57k), respectively.

Following Shen et al. (2022), we use F1@5,
F1@10, and F1@O5 to evaluate the present
keyphrase prediction, and R@10 and R@20 to
evaluate absent keyphrase prediction as evalua-
tion metrics. In TPG, only the body text, excluding
the title, is used as input for the model, so it does
not learn about the [sep] token. Therefore, for
inference, we concatenate the title and body text
with a space instead of using the [sep] token.

Tables 6 and 7 show the performance of TPG in
predicting present and absent keyphrases, respec-
tively, in the zero-shot setting. As shown in Table 6,
the performance of TPG in predicting the present
keyphrases is proportional to the number of docu-
ments used for training. Furthermore, TPG trained
on a relatively small number of documents TPG
(Abs ≥ 3, 57k) outperforms AutoKeyGen trained
on the entire KP20k training set (514k).

Regarding absent keyphrase prediction shown
in Table 7, TPG trained to generate at least 2 can-
didate absent keyphrases, even when trained on
a smaller number of documents (Abs ≥ 2, 185k),
demonstrates superior performance compared to
TPG trained to produce at least 1 candidate ab-
sent keyphrase (Abs ≥ 1, 380k) and surpasses
the performance of AutoKeyGen on all datasets
except Krapivin. On the other hand, a slight perfor-
mance drop is observed for TPG trained on around
57k documents (Abs ≥ 3). The experimental re-
sults show that TPG, utilizing only titles without a
Phrase Bank, can achieve better keyphrase gener-
ation performance much more efficiently compared
to AutoKeyGen.

5O denotes the number of ground truth keyphrases.

Model Present Absent
F1@5 F@M F1@5 F@M

BART+TPG (Random) 34.03 35.16 2.13 3.26
BART+TPG (Abs-Pres) 33.36 34.58 1.52 2.51
BART+TPG (Pres-Abs) 32.45 33.35 2.96 4.00

Table 8: Average performance across the five
benchmark datasets based on different fine-tuning
ordering strategies.

4.5.4. Impact of Fine-tuning Ordering
Strategy

We compare the impact of keyphrase ordering dur-
ing fine-tuning with limited labeled data (5k) on
the KG performance. We explored three ordering
strategies: ‘Random’, which randomly shuffles a
set containing both present and absent keyphrases;
‘Abs-Pres’, positioning absent keyphrases first, fol-
lowed by the present ones; and ‘Pres-Abs’, which
does the opposite, listing present keyphrases be-
fore absent ones.

As shown in Table 8, Pres-Abs ordering, which
aligns with the method used for creating pseudo
labels in TPG, showed the best results for generat-
ing absent keyphrases. Interestingly, the Abs-Pres
order performed better than Pres-Abs in generat-
ing present keyphrases. This suggests that the
model tends to predict keyphrases positioned to-
wards the latter part more accurately. One possible
explanation is that predicting the initial keyphrases
is inherently more challenging. Keyphrases posi-
tioned later may benefit from the context provided
by the keyphrases generated earlier, leading to
more accurate predictions. However, Random or-
dering exhibits the highest performance in predict-
ing present keyphrases, and also outperforms the
Abs-Pres ordering in predicting absent keyphrases.
This indicates that Random ordering can provide a
relatively balanced performance in predicting both
present and absent keyphrases.
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5. Related Work

Unsupervised Keyphrase Extraction. Unsuper-
vised keyphrase extraction (UKE) methods ex-
tract noun phrases from a document and rank
them based on various criteria to assign impor-
tance scores. Various UKE approaches have been
introduced, including statistical methods (Jones,
2004; Campos et al., 2018), graph-based meth-
ods (Mihalcea and Tarau, 2004; Wan and Xiao,
2008; Bougouin et al., 2013; Florescu and Caragea,
2017), and embedding-based methods (Bennani-
Smires et al., 2018; Sun et al., 2020). Since the
advent of transformer-based pre-trained language
models (PLM), such as BERT (Devlin et al., 2019),
embedding-based UKE approaches utilizing con-
textual embedding have demonstrated remarkable
performance (Ding and Luo, 2021; Liang et al.,
2021; Zhang et al., 2022; Song et al., 2023). Re-
cently, methods leveraging the self-attention maps
of PLMs (Kang and Shin, 2023) and utilizing de-
signed prompts (Kong et al., 2023) have been pro-
posed.

Supervised Keyphrase Generation. Starting
with CopyRNN (Meng et al., 2017), various meth-
ods have been proposed to generate both present
and absent keyphrases using encoder-decoder
generative models. Attention mechanisms (Chen
et al., 2018; Zhao and Zhang, 2019), reinforcement
learning (Chan et al., 2019), generative adversarial
networks (GAN) (Swaminathan et al., 2020), and
hierarchical modeling of phrases and words (Chen
et al., 2020) have been employed in keyphrase
generation. Methods utilizing pretrained seq2seq
PLMs, such as BART, have also been proposed
(Kulkarni et al., 2022; Zhao et al., 2022). Wu et al.
(2022b) analyzed various PLMs in the KG through
an empirical study. Ye et al. (2021b) introduced
a novel paradigm called One2Set, which gener-
ates an unordered set of keyphrases in parallel.
Subsequently, Xie et al. (2022) proposed the WR-
SetTrans model to refine the calibration errors in-
herent in the One2Set approach.

Unsupervised Keyphrase Generation. Au-
toKeyGen (Shen et al., 2022) is the first to approach
the keyphrase generation task in an unsupervised
manner without relying on any human-annotated
data. AutoKeyGen obtains candidate present
keyphrases using the UKE method and then
retrieves candidate absent keyphrases from a
phrase bank that stores all phrases extracted
from all documents in a corpus. These candidate
keyphrases are used to create a pseudo label for
each document, to train a Seq2Seq model.

Semi-supervised Keyphrase Generation. Su-
pervised methods demonstrate commendable per-
formance but have the disadvantage of being heav-
ily reliant on large labeled datasets. Unsupervised
methods that do not require labeled data often
exhibit inferior performance in absent keyphrase
generation. In response to this, semi-supervised
approaches have been suggested for pre-training
on tasks that do not require annotated data and
subsequently fine-tuning the model with a small
amount of labeled data. Ye and Wang (2018) pro-
poses a multi-task semi-supervised method that
utilizes synthetic keyphrases constructed using the
UKE method and generates titles alongside the
keyphrases. KPDrop (Ray Chowdhury et al., 2022)
replaces some candidates extracted from the re-
cent UKE method (Liang et al., 2021) in documents
with the <mask> token and then fine-tunes using
5,000 labeled data samples. Wu et al. (2022a) in-
troduce representation learning by masking salient
spans in documents and training on tasks to pre-
dict these spans or restore the original document,
thereby enhancing low-resource keyphrase gener-
ation.

6. Conclusion

In this paper, we introduce TPG (Title Phrase
Generation), a straightforward unsupervised pre-
training task aimed at improving keyphrase genera-
tion performance in low-resource scenarios. Based
on the observation that document titles contain
phrases not present in the document body, we
present a novel perspective that leveraging the
titles as a resource for constructing pseudo la-
bels. We first train BART through TPG, where
each document body serves as the source text
and the pseudo label derived from the document’s
title serves as the target text. We then fine-tune this
model on a small amount of labeled data. Experi-
mental results on five benchmark datasets demon-
strate that our model outperforms previous low-
resource supervised keyphrase generation (KG)
models, notably achieving state-of-the-art results
in bsent keyphrase generation. Furthermore, our
proposed method surpasses existing approaches
even with fewer labeled data, underscoring its ef-
fectiveness in extremely resource-constrained sce-
narios.
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Absent keyphrase generation

Model PubMed StackExchange KPTimes
F1@5 F@M F1@5 F@M F1@5 F@M

BART (5k) 0.52 0.46 0.92 0.96 0.50 0.54
BART+TPG (5k) 0.74 0.94 1.37 1.65 0.51 0.58

Present keyphrase generation

Model PubMed StackExchange KPTimes
F1@5 F@M F1@5 F@M F1@5 F@M

BART (5k) 18.0 18.1 15.8 17.5 14.9 15.7
BART+TPG (5k) 22.3 20.7 15.9 18.0 12.6 13.0

Table 9: Results on absent and present keyphrase
generation for the PubMed, StackExchange, and
KPTimes datasets

9. Appendix A. Experiments on
Additional Datasets

We conduct additional experiments to demonstrate
the effectiveness of TPG not only on scientific pa-
per abstracts but also on texts of varying lengths
and types. We perform additional experiments on
the PubMed (Schutz, 2008), comprising full-text sci-
entific papers in the biomedical domain, the Stack-
Exchange (Yuan et al., 2020), which consists of
questions, and the KPTimes (Gallina et al., 2019),
which consists of news articles. We experiment
with two models, BART (5k), which underwent only
LRFT, and BART+TPG (5k), which underwent both
TPG and LRFT. We apply the same preprocessing
as in the main experiments. Since the texts in all
three datasets are lengthy, we input only up to 512
tokens to the models for inference.

Table 9 displays the results of the absent and
present keyphrase prediction experiments on the
three datasets. The results show that across all
datasets, BART+TPG (5k) outperforms BART (5k)
in the absent keyphrase prediction. Moreover, for
the present keyphrase prediction, BART+TPG (5k)
also demonstrates improved performance, except
on the KPTimes dataset. On the news-based KPTi-
mes dataset, the performance gain of BART+TPG
(5k) is marginal or even underperforms BART. This
outcome could be attributed to our use of only sci-
entific paper abstracts for TPG. Although this study
focuses on scientific paper abstracts, in future work,
we expect to build an open-domain keyphrase gen-
eration model by incorporating corpora of various
types and domains for TPG.
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