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Abstract
Large-scale high-quality training data is important for improving the performance of models. After trained with data
that has rationales (reasoning steps), models gain reasoning capability. However, the dataset with high-quality
rationales is relatively scarce due to the high annotation cost. To address this issue, we propose Self-motivated
Learning framework. The framework motivates the model itself to automatically generate rationales on existing
datasets. Based on the inherent rank from correctness across multiple rationales, the model learns to generate better
rationales, leading to higher reasoning capability. Specifically, we train a reward model with the rank to evaluate the
quality of rationales, and improve the performance of reasoning through reinforcement learning. Experiment results
of Llama2 7B on multiple reasoning datasets show that our method significantly improves the reasoning ability of

models, even outperforming text-davinci-002 in some datasets.

Keywords: Reasoning, Chain of Thought, Reinforcement Learning

1. Introduction

Large Language Models (LLMs) that are pre-
trained on extensive text corpora have exhibited
profound capability across a diverse array of down-
stream tasks. Particularly, their adaptability in
both few-shot and zero-shot learning contexts,
achieved by assimilating task-specific instructions
and demonstrations, has garnered significant atten-
tion (Raffel et al., 2020; Brown et al., 2020; Zhang
et al., 2022; Chowdhery et al., 2022; Lampinen
et al., 2022; Gu et al., 2022; Ye et al., 2023). This
approach emphasizes generating a series of inter-
mediate reasoning steps, which can be achieved
through CoT demonstrations in prompts (Wei et al.,
2022) or by guiding models with instructions in zero-
shot scenarios (Kojima et al., 2022).

Some studies have demonstrated that large-
scale, high-quality data is crucial for enhancing
the reasoning abilities of models (Kim et al., 2023;
Ho et al., 2023; Geva et al., 2021a; Cobbe et al.,
2021). But there is a scarcity of datasets with rea-
soning steps due to the high annotation cost. On
one hand, series of works resort to manual annota-
tions for datasets (Lu et al., 2022; Xie et al., 2020;
Mihaylov et al., 2018; Khot et al., 2020). Training
models with data obtained in this manner can sig-
nificantly enhance their performance, albeit at a
substantial cost. On the other hand, some studies
generate data using large-scale models (Ho et al.,
2023; Kim et al., 2023; Luo et al., 2023; Liu et al.,
2023; Wang et al., 2023; Li et al., 2023a), utilizing
such data to train models to improve their perfor-
mance. Both manual annotation and generating
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Figure 1: The motivation of our method. We note

that the Rationale and Answer means they are
generated by the language model. The main idea is
that: (1) The correct given answer more likely leads
to correct rationale. (2) The rationale that leads to
the correct answer is better than the rationale that
leads to the wrong answer.

data using large models incur considerable costs.
Beyond these methods, some strategies involve
models generating rationales and filtered by an-
swers, subsequently using this data for finetuning
(Zelikman et al., 2022). In contrast, we propose a
method that motivates the model itself to generate
rationales of varying quality with existing datasets,
integrating this preference into reinforcement learn-
ing to improve model performance.

We ask the question Can we leverage the intrin-
sic properties of model-generated data to address
the issue of data scarcity? We observe that there
exists an inherent preference here, that a rationale
capable of generating the correct answer should
be superior to a rationale that generates an incor-
rect one. The implicit information in this statement
is that proper reasoning should lead to correct re-
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Figure 2: Overview of our method. As shown in the figure, our method can be divided into three steps
in general: (1) Rationale Generation: We first generate a rationale using Few-shot-CoT (Kojima et al.,
2022). Specifically, we first generate rationales for different answers (called Given Answer). We then
use these generated rationales to generate the Final Answer. This allows us to later filter the rationales
using both the original and generated answers. (2) Rationale Collection: We filter the rationales by
determining whether the Given Answer and the Final Answer match the correct answer. This helps us
identify relatively better and worse rationales. (3) Model Traning: We use the better data to train a
model and get a Supervised Fine-tuning Model (SFT Model). We then use data of varying quality to
build a Reward Model (RM). Finally, we utilize the previously acquired SFT Model and Reward Model for

reinforcement learning with PPO.

sults, while improper reasoning should yield incor-
rect ones. To illustrate, consider the question “Sam
had 9 dimes in his bank. His father gave him 7
more. How many dimes does Sam possess now?”
The rationale “Sam has 9 + 7 = 16 dimes.” results
in the correct answer “16”, while the rationale “Sam
had 9 - 7 = 2 dimes remain.” produces an incorrect
answer “2”. It is evident that the former rationale
should be better than the latter.

This preference information can be used to filter
or evaluate the quality of rationale. Specifically, we
can use a model to generate a large number of ratio-
nales, and then utilize this preference to filter them,
obtaining relatively high-quality and low-quality ra-
tionales. Subsequently, we can use this preference
information to train a reward model that assesses
the quality of rationales generated by the model.
By integrating current reinforcement learning algo-
rithms, this reward model can be used to optimize
the model, enabling it to discern which rationales
are superior, thereby enhancing its performance.
Through this approach, we can leverage existing
datasets to generate rationales and construct a
rank, solely relying on the model itself, without the
need for extrenal large models or manual annota-
tions. We call it Self-motivated Learning.

In summary, our contributions are as follows:

» We point out an inherent preference in rationales,
that is, a rationale capable of generating correct
answers should be superior to a rationale gener-
ating incorrect answers. This preference reflects
the quality of the rationale.

* By using this preference, we alleviate data

Rationale Generation \ Final Answer Generation

[Instruction and Question] [Instruction and Question]

<qi> <qi>
[Answer] [Rationale]
<a'> <Fi>
[Rationale] [Answer]
LTri> <a;>

Table 1: Prompt templates for generation. We first
use the question <¢;> and given answer <a’> to
generate the rationale <7, >, and then use the ques-
tion <¢;> and generated rationale <;> to generate
the final answer <a;>.

scarcity. We utilize the model and existing
datasets to generate rationale, integrating this
preference into reinforcement learning to improve
model performance.

* We conducted experiments using Llama 2 7B
and multiple datasets. The results demonstrate
that our method can significantly improve the
performance of the model. Without resorting to
large models, our approach surpasses the per-
formance of models fine-tuned with rationales
generated by text-davinci-002. In some tasks, it
even outperforms text-davinci-002.

2. Method

We propose Self-motivated Learning, a task-
agnostic approach to further improve the perfor-
mance of reasoning in LMs. The core idea is to
generate correct/incorrect rationales with in-context
learning, and then use them to do fine-tuning and
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Prompt For Better Rationale

Prompt For Worse Rationale

[Instruction and Question]
Would a pear sink in water?
[Answer]

No

[Rationale]

The density of a pear is about
0.6g/cm3, which is less than
water. Objects less dense than
water float. Thus, a pear would
float.

[Instruction and Question]
Would a pear sink in water?
[Answer]

Yes

[Rationale]

The density of a pear is about
0.6g/cm3, which is less than
water. Objects less dense than
water float. Thus, a pear would
Sink.

Table 2: Example of the prompt for better and worse
rationale. The correct answer of the question is
“No”. We use the correct answer and incorrect an-
swer to generate the rationales.

reinforcement learning. To filter the generated ra-
tionales, we use the model to generate the answer
based on the generated rationales and compare
it with the given answer and ground truth. After
filtering, we can get relatively high-quality and low-
quality rationales to train the models.

2.1,

Step 1. Rationale Generation. As table 1 shows,
we first utilize a model to generate rationales for a
given task 7. Consider a standard sample S; con-
sisting of a question ¢, and its true answer a;. Us-
ing Few-shot-CoT (Kojima et al., 2022), we prompt
the model to generate a rationale #; based on the
given answer o}, where «/ is the correct answer or
incorrect answer. Then we utilize a model to gen-
erate a final answer a; for 7; with greedy decoding.
We can construct correct answers or incorrect an-
swers from the source dataset. For example, in the
question “Would a pear sink in water?”, the correct
answer is “No”. When generating a rationale, we
place the given answer before the rationale, as ta-
ble 2 shown. Besides the correct answer provided
by the dataset, we can generate incorrect answers
based on the given options or randomly. In this way,
we can produce rationales for both the correct and
incorrect answers. This provides some information
for our subsequent rationale selection.

Training Process

Step 2: Rationale Collection. Once we've gen-
erated the CoT rationales and the final answers,
our next step is to filter these rationales based on
their quality. Our objective is to distinguish between
high-quality and low-quality rationales. We employ
the following filtering criteria:

» Answer Consistency Check: Evaluate the cor-
rectness of the provided answer a; and the final
answer a; by comparing them with the true an-
swer a;. When both a; and a; are correct, we
categorize the corresponding rationale as a high-
quality rationale. Conversely, if both are incorrect,
the rationale is deemed low-quality. We throw

away the rationales that do not fall into either of

these categories.
» Rationale Content Check: We filter rationales
that include the correct answer but exclude in-
correct answers as high-quality rationales. In
contrast, we discard the rationales that do not
contain the correct answer as low-quality ratio-
nales.
Label Reference Check: When dealing with
multiple-choice questions, the given rationale
should reference the label of the chosen answer.
So, if “C. Paris” is the selected option, the word
“Paris” should be incorporated in the rationale
content.
Numerical Accuracy Check: For numerical
solutions, the answers are transformed into a
floating-point format for consistency. If the abso-
lute difference between two answers is less than
le—6, they are treated as identical. Moreover, the
answer should be present within the rationale.

Step 3. Model Training. After the generation and
filtration processes in the initial two steps, we have
obtained rationales of both relatively high and low
quality. Then we can train the models with them.
1. Supervised Fine-Tuning Model (SFT Model):
After collecting the rationale data, we fine-tune
the model in the assembled high-quality ratio-
nales to get a SFT model Mg. The training
objective employed for this fine-tuning remains
consistent with the pre-training phase, specifi-
cally utilizing the autoregressive language mod-
eling objective or next-token prediction (Radford
et al., 2018). Mathematically, the objective is to
minimize the language modeling loss below:

T
L==> logp(zi|z1,....w-1:0) (1)
t=1

To be noticed, we use the format “question, ra-
tionale, answer” for training, and only calculate
the loss of rationale and answer.

2. Reward Model (RM): To train the Reward Model
Mrm, we utilize both high-quality and low-
quality rationales from the same question. The
training objective for the reward model is cap-
tured by the following loss function:

L=— E(m,yj,yk,)eD[lOg(O—(TG(xv yj) - 7‘9(1'7 yk)))}( )
2
In this function, r represents the model’s score,
and y; is the preferred choice. The equation
ensures that the RM assigns a higher score to
the high-quality rationale y; compared to the
low-quality one y. The second term of the loss
acts as a regularizer, penalizing extreme values
of the scores.
3. Reinforcement Learning: Finally, we employ
the fine-tuned model M, and the reward
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Dataset Choices Training Samples Test Samples Data Split License References

SingleEq - 356 152 70:30 None Koncel-Kedziorski et al. (2015a)
AddSub - 276 119 70:30 Unspecified Hosseini et al. (2014)

MultiArith - 420 180 70:30 Unspecified Roy and Roth (2016)

SVAMP - 700 300 70:30 MIT Patel et al. (2021a)

GSM8K - 7473 1319 Original MIT Cobbe et al. (2021)

Date Understanding 5-6 258 111 70:30 Apache-2.0  Srivastava et al. (2022)
CommonSenseQA 5 9741 1221 Original Unspecified Talmor et al. (2018)
StrategyQA 2 1603 687 70:30 Apache2.0  Geva et al. (2021a)

Table 3: Description of datasets used in our study.

model M...,, to perform reinforcement learning
in the training dataset utilizing the PPO algo-
rithm. The SFT Model serves as a backbone,
guiding the initial stages of the learning, while
the RM provides the necessary feedback for re-
fining the policy. A common issue with training
the language model with RL is that the model
can learn to exploit the reward model by gen-
erating complete gibberish, which causes the
reward model to assign high rewards. To bal-
ance this, we add a penalty to the reward: we
keep a reference of the model that we don't train
and compare the new model’s generation to the
reference one by computing the KL-divergence:

R(z,y) = r(z,y) — BKL(z,y) (3)

where r is the reward from the reward model
and K L(z, y) is the KL-divergence between the
current policy and the reference model.

2.2. Strategy of Reward

We already have a rank preference and need to
design a reward strategy. We have devised three
strategies to investigate the impact of the reward
strategy on the model. Next, we introduce these
three RL reward strategies.

» Simple RL: During the training process, we pre-
defined the output format, allowing us to extract
the model’s final answer from its output. As we
train in the dataset, we can compare the model’s
output with the correct answer. [f the output
matches the correct answer, we confer a pos-
itive reward score for the output; otherwise, a
negative reward score is given. This represents
the simplest scenario based on our ranking pref-
erence.

* Model RL: In Simple RL, we directly compare
the model’s output with the correct answer. How-
ever, this approach solely discerns correct from
incorrect outputs without assessing the quality of
rationales that are both correct or incorrect. To
address this limitation, we propose training a re-
ward model using rationales generated from the
training set, both correct and incorrect. This em-
powers the model to implicitly discern the quality
of a rationale.

» Correction RL: We integrate the approaches
of both Simple RL and the Reward Model. If
the model’s predicted Final Answer is incorrect,
we confer a negative reward score. However, if
the answer is correct, we compare the results of
Simple RL with the Reward Model and allocate
the greater one from the two methods. In this
way, we can avoid some errors in the Reward
Model in some contexts.

3. Experiments

3.1.

Following the split of Ho et al. (2023), we evaluate
our method in 8 datasets pertaining to three cate-
gories of complex reasoning, which are shown in
table 3. These include SingleEq (Koncel-Kedziorski
et al., 2015a), AddSub (Hosseini et al., 2014), Mul-
tiArith (Roy and Roth, 2016), SVAMP (Patel et al.,
2021a), GSM8K (Cobbe et al., 2021), Date Un-
derstanding (Srivastava et al., 2022), Common-
SenseQA (Talmor et al., 2018) and StrategyQA
(Geva et al., 2021a).

Tasks and datasets

3.2. Comparison methods

We present a comparison of our methods alongside
several baseline methods.

Open/Close-Source Models : We prompt the
open-source models and the close-source models
to generate the rationales and final answers.

» Open-Source Models: It takes the instruction-
tuning format of StableVicuna and LLama2-Chat
with the final answer generation.

+ Close-Source Models: It takes the Zero-shot-
CoT format following Kojima et al. (2022): “Q:
<G;>. A: Let’s think step by step. <#*> Therefore,
the answer is <a;>".

Methods on Llama2 7b We compare our

method with the following methods on Llama2 7B.

* Few-shot-CoT: This method employs few-shot
prompting, as outlined in (Wei et al., 2022).
And the Few-shot-CoT®“=% means the self-
consistency and the number of samples is 8.
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Single Add  Multi Date Common Strategy

Method Param Eq Sub  Arith SVAMP - GSM8K Understanding SenseQA QA
Close-Source Models

text-davinci-003 175B 86.4 813 837 73.6 59.5 77.0 70.0 61.1

text-davinci-002 175B 8224 78.99 78.89 64.67 40.26 73.87 61.75 53.57

Open-Source Models

StableVicuna 13B  62.50 57.14 43.33 46.67 40.26 45.95 58.64 41.34

LLama2-Chat 7B 73.03 6891 67.22 53.67 28.35 35.14 56.67 38.14
Methods on Llama2 7B

Few-shot-CoT 7B  63.82 54.62 35.00 39.00 14.60 53.15 50.61 61.28

Few-shot-CoT5¢=8 7B 67.76 67.23 55.56 44.67 15.09 35.13 48.40 62.45

Fine-tune 7B 71.05 63.87 11.67 45.67 12.58 64.87 76.58 65.21

Fine-tune-CoT (text-davinci-002) 7B 70.39 7227 76.67 47.33 - 73.88 - 58.95

Fine-tune-CoT (STaR) 7B 75.66 67.23 72.78 44.33 17.29 81.98 63.63 64.63

Fine-tune-CoT (Llama2) 7B 71.05 6555 53.33 40.67 13.72 83.78 69.53 60.84

Self-motivated Learning 7B 76.32 76.47 80.00 55.33 18.88 87.39 77.97 66.08

Table 4: Accuracy (%) in 8 tasks under our different models and methods. Note that the methods based

on the LLama2 7B are trained in different datasets seperately.

* Fine-tune: The model is fine-tuned in the training
dataset without any rationales.

* Fine-tune-CoT: This model is fine-tuned with ra-
tionales generated by different methods.

— Fine-tune-CoT (text-davinci-002): This
model is fine-tuned with diverse reasoning
data generated by text-davinci-002 from Ho
et al. (2023). Due to limited training resources,
Ho et al. (2023) did not generate diverse
reasoning data for all datasets (e.g. GSM8K,
CommonsenseQA).

— Fine-tune-CoT (STaR): This model is fine-
tuned with the rationales generated following
STaR (Zelikman et al., 2022).

— Fine-tune-CoT (Llama2): This model is fine-
tuned with the filtered rationales generated with
Few-shot-CoT by Llama2 7B.

+ Self-motivated Learning (Ours): The method,
which implements reinforcement learning with
PPO for the “Fine-tune-CoT (Llama2)” model, is
described in Section 2.

Due to certain policy restrictions, we cannot ac-
cess OpenAl’s API. Consequently, we trained the
Fine-tune-CoT (text-davinci-002) model using data
from Ho et al. (2023). Additionally, the text-davinci-
002 performance results are sourced from Ho et al.
(2023).

3.3. Experiments Setting

Implementation details. All experiments were
conducted using the Llama2 7B model (Touvron
et al., 2023) with Lora (Hu et al., 2021). We employ
Lora to train the SFT model and Reward Model
under half-precision to obtain their Lora weights
Wspr and Wgys. Subsequently, we use the weight
Wspr 10 initialize the Lora weight of the Policy. In
Reinforcement Learning, we utilize PPO to optimize
the Policy’s LoRA weights Wp,;cy, Only requiring
switching between Wras, Wpolicy, and Wspr dur-
ing the training process. It is important to note that

we did not merge the Lora weight Wsrr with the
original model during the training, ensuring that
the resulting Policy weight is relatively small, which
aids in memory conservation. By adopting this ap-
proach, we can significantly save GPU memory
and storage space. The format of the training data
for SFT will be formatted like the “final answer gen-
eration” task shown in table 1.

Generation. Following Wei et al. (2022); Kojima
et al. (2022); Ho et al. (2023), we employ greedy
decoding to evaluate performance. For rationale
generation, we apply Few-shot-CoT with tempera-
ture sampling configured with parameters: 7' = 0.8,
TopP = 0.95, and Max Length = 512, and then
use greedy decoding for final answer generation.
To optimize memory usage, we incorporate tem-
perature sampling, but adjust the parameters to
TopP = 1.0 and Max Length = 150 during the re-
inforcement learning process. Detailed templates
for rationale generation and final answer generation
are shown in table 1.

Rationale Data. Due to resource limitation, Ho
et al. (2023) did not produce diverse reasoning
for CommonsenseQA. For analogous reasons, we
generated merely 5 instances of diverse reasoning
for CommonsenseQA. For mathematical problems,
we randomly generated an incorrect answer be-
tween 0 and 100. For other datasets, we generate
8 instances of diverse reasoning and 2 instances
of rationale for each incorrect answer and limit the
rationales from text-davinci-002 to 8 instances.

3.4. Results

In this section, we present the results of our experi-
ments. We first present the results of the methods
and then analyze the results of our method.
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Figure 3: The analysis in the SingleEq dataset. The “RM Score Threshold” is what we use to filter the
rationales whose score is greater than the threshold during PPO. The “PPO Accuracy” means the accuracy

in the training dataset during PPO.

Method SingleEq AddSub  MultiArith
Fine-tune-CoT (text-davinci-002) 70.39 72.27 76.67

+RL 71.71 78.16 80.56
Increase +1.32 +5.89 +3.89

Table 5: The performance comparison of Fine-tune-
CorT (text-davinci-002) before and after reinforce-
ment learning (RL) implementation. The reward
model used in RL is constructed based on data
generated by Llama2 7B. It can be observed that
the reward model trained with Llama2 7B can be ef-
fectively transferred to Fine-tune-CoT (text-davinci-
002) to enhance its performance.

Reasoning generation with small models is
not bad. We employ Llama2 7B combined with
Few-shot-CoT to generate rationales. After fine-
tuning Llama2 7B with filtered rationales, the perfor-
mance of Fine-tune-CoT surpasses the Fine-tune-
CoT (text-davinci-002) in some datasets. For ex-
ample, the improvements in SingleEq, Date Un-
derstanding, and StrategyQA are 0.66%, 9.90%,
and 1.69%, respectively. This indicates that small
models, when filtered, can provide valuable reason-
ing data. Furthermore, generating reasoning with
smaller models is cost-effective.

Fine-tune-CoT’s effectiveness is limited In com-
monsense reasoning. The gains from Fine-tune-
CoT in commonsense reasoning tasks are relatively
modest. It can be observed that whether using
CoT generated from Llama2 or InstructionGPT, the
enhancements introduced by Fine-tune-CoT are
limited. Both show a performance drop compared
to the direct use of Fine-tuning. In our experiments,
the performance decreased by 7% to 15% com-
pared to direct fine-tuning.

Reinforcement learning can significantly im-
prove performance. The Self-motivated Learn-

State Single Add Multi SVAMP Date  Common Strategy
FS SFT RL Eq Sub Arith Understanding  SenseQA QA
v v v 83 5 43 75 46 511 261
v v 10 59 13 19 7 46 45
X v o/ 19 3 46 28 40 279 101
X X v 4 25 42 44 4 116 47
4 v X 2 0 5 5 3 22 39
v X X 2 1 2 18 3 39 76
X v X 4 0 2 14 4 37 17
X X X 28 26 27 97 4 17 101

Table 6: We present the fluctuation in the number
of samples of different states using three methods
on the test set: Few-shot (FS), Supervised Fine-
tuning (SFT), and Reinforcement Learning (RL).
For instance, the second sequence “v X v indi-
cates that the sample is correct under FS and RL,
but incorrect under SFT. We can see that RL can
rectify the errors introduced during SFT in the dif-
ferent datasets.

ing applies PPO for reinforcement learning in the
training dataset using the Fine-tune-CoTl model,
resulting in an average increase of 10.68%. This
demonstrates its superior performance in various
tasks, with an average accuracy of 74.22%. No-
tably, our method surpasses the performance of
the model fine-tuned with CoT generated by text-
davinci-002 in all datasets. Specifically, in Multi-
Arith, Date Understanding, CommonSenseQA, and
StrategyQA, our approach outperforms text-davinci-
002.

3.5. Analysis

In this section, we conduct an analysis of our
method using the SingleEq dataset. Our primary
focus includes examining the relationship between
reward scores and the quality of rationales, the cor-
relation between given answers and rationales, the
transferability of the reward model, and the impact
of reinforcement learning.
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Teacher Single Add  Multi Date Common Strategy

Method Param Param Eq Sub  Arith SVAMP Understanding SenseQA QA
Fine-tune-CoT 7B 7B 71.05 6555 53.33 40.67 83.78 69.53 60.84
+ Simple RL 7B 7B 75.00 73.11 76.11 50.67 87.39 77.64 65.21
+ Model RL 7B 7B 7434 68.06 68.33 54.00 86.49 76.33 64.77
+ Correction RL 7B 7B 76.32 76.47 80.00 55.33 87.39 77.97 66.08

Table 7: Accuracy (%) in different datasets with different Reinforcement Learning (RL) strategies. Our
proposed strategy, "Correction RL," shows the highest improvement. The method “Fine-tune-CoT +
Correction RL” is our proposed method, which is also called “Self-motivated Learning”.

The score of the reward model reflects the qual-
ity of the rationale. As fig. 3a shows, we use the
score threshold to filter the rationales during the
PPO in the dataset SingleEq. We can see that the
ratio of correct rationales increases with the score
threshold. This means that the higher the reward
model score, the more likely the rationale is correct.
This shows that the reward model score can reflect
the quality of the rationale to some extent.

The score and performance of the model are
positively correlated. As depicted in fig. 3b, the
average score and the performance of the model
show a trend of improvement over time, although
they do not always align perfectly. This misalign-
ment might be attributed to imperfections in the
reward model. fig. 3c illustrates the distribution of
the reward score during PPO training. It is evident
that the score distribution is dispersed, particularly
for incorrect rationales. This dispersion suggests
that the reward model might occasionally assign
high scores to incorrect rationales, reinforcing the
need for our reward score corrections. Such mod-
ifications effectively address the reward hacking
challenge prevalent in RL algorithms.

Wrong answer leads to wrong rationales. We
use the wrong answer prompt to generate some
wrong rationales, as shown in table 2. We success-
fully induced the model to output wrong rationales
with logical errors. This may be because when the
model generates rationales with in-context learn-
ing, it will try to explain the wrong label as much as
possible, resulting in errors.

The reward model trained using this rank infor-
mation exhibits a certain degree of generaliza-
tion. As depicted in table 5, we conducted rein-
forcement learning on Fine-tune-CoT (text-davinci-
002) using the reward model trained with data gen-
erated by Llama 2 7B. This resulted in enhanced
performance over the original model. Specifically,
there was an improvement of 1.32 in SingleEq, 5.89
in AddSub, and 3.89 in MultiArith, with an aver-
age enhancement of 3.70 in performance. This
indicates that the reward model trained with rank

information possesses a degree of generalizability.
This implies that even if we use different models to
generate data for training the reward model, it can
still be transferred to other models for reinforcement
learning to improve their performance.

RL rectified some errors introduced during Su-
pervised Fine-tuning. We assessed the accu-
racy variations of samples in the test set under
three methods: Few-shot (FS), Supervised Fine-
tuning (SFT), and Reinforcement Learning (RL).
As shown in table 6, it is evident that, compared to
introducing new errors, RL generally corrects the
original errors brought about by SFT. Specifically,
in the AddSub dataset, RL corrected the 59 errors
that resulted from SFT without introducing any new
errors. This indicates that RL can, to some extent,
correct the errors introduced during SFT.

3.5.1. Strategy of Reward

Simple RL is Strong. As table 7 shows, the Sim-
ple RL strategy can improve the performance of
the model in all datasets. The performance of the
model in the SingleEq dataset is improved by 4.95%,
and the performance in the AddSub dataset is im-
proved by 7.61%. The performance in the MultiArith
dataset is improved by 22.78%. This shows that the
Simple RL strategy can effectively improve the per-
formance of the model. It shows that the model
can learn from the correct answer and the wrong
answer rank to know what rationale is correct.

Model RL and the Challenge of Reward Hacking.
As depicted in table 7, while the model reward strat-
egy enhances performance, it still falls short of
the achievements demonstrated by the simple RL
strategy. A potential explanation for this disparity
is the imperfection inherent in the reward model,
which can lead to reward hacking as described by
Skalse et al. (2022). This phenomenon may result
in erroneously high scores for some rationales. A
plausible cause for this could be the limited size
of the training data used for the reward model. To
mitigate the effects of reward hacking with limited
data, we introduce the Correction RL strategy.
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Prevent reward hacking with score correction.
Based on the two strategies, we propose a new
strategy called Correction RL. Compared to the
Simple RL, we use the reward model to give bet-
ter fine-grained feedback to the positive example.
Compared to the Model RL, we use the method
of comparing the answer to avoid the error of the
reward model, which significantly eliminates the im-
pact of reward hacking. As table 7 shows, the Cor-
rection RL strategy can improve the performance
of the model in all datasets and is superior to the
other two strategies.

4. Related Works

Reasoning Skills. Researchers in the literature
have proposed many benchmarks requiring various
reasoning skills, including commonsense reason-
ing (Zellers et al., 2018; Talmor et al., 2019; Bhaga-
vatula et al., 2019; Geva et al., 2021b) numerical
reasoning (Dua et al., 2019), multi-hop reasoning
(Yang et al., 2018), arithmetic reasoning (Koncel-
Kedziorski et al., 2015b; Roy and Roth, 2015; Miao
et al., 2020; Patel et al., 2021b; Cobbe et al., 2021),
logical reasoning (Liu et al., 2020; Yu et al., 2020),
inductive reasoning (Sinha et al., 2019) and tabular
reasoning (Chen et al., 2020; Zhu et al., 2021).

Advancements in Reasoning with Language
Models. Language models (LMs), particularly
large LMs (LLMs), have shown significant poten-
tial in addressing reasoning tasks with Chain-of-
Thought Wei et al. (2022); Kojima et al. (2022). This
technique necessitates the model to first generate a
rationale, subsequently leading to an answer. Anin-
sightful observation by Wang et al. (2022b) reveals
that incorporating a majority vote over multiple ra-
tionales can compensate for the shortfalls inherent
in an LLM generating a singular, potentially incom-
plete rationale. However, the effectiveness of CoT
Prompting diminishes with smaller LMs (Chung
et al., 2022). Several studies have ventured into
enhancing the reasoning abilities of LMs through
diverse methodologies. For instance, Deng et al.
(2021) utilized internet-crawled data for training
LMs. Techniques like logic-guided data augmenta-
tion were introduced by Asai and Hajishirzi (2020).
On the other hand, Shen et al. (2021); Cobbe et al.
(2021); Li et al. (2023b) advocated for the training
of a verifier, the task of which is to rank solutions
drawn from fine-tuned LMs. An alternate approach
is to endow LMs with reasoning skills by devising
training samples through human-crafted templates,
a method endorsed by researchers such as Geva
et al. (2020); Yoran et al. (2022); Campagna et al.
(2020); Wang et al. (2022a). Taking a step further,
Pi et al. (2022) proposed the integration of rea-
soning faculties into LMs via continual pre-training

on program execution data. There have been at-
tempts to generate explanations for datasets using
boosting methods by Zelikman et al. (2022) with
hint. Lastly, fostering the CoT capabilities of smaller
models by leveraging large models’ rationale gen-
eration in diverse datasets is a concept Kim et al.
(2023); Ho et al. (2023); Wang et al. (2023); Li et al.
(2023a). While many focus on enhancing the rea-
soning capabilities of large language models or
rely on extra language models or manual efforts to
generate data to improve the performance of the
smaller models, our objective is to fully tap into the
potential of the model itself, reduce dependency
on large-scale models and manual annotations,
thereby improving the reasoning prowess of these
compact models.

Reinforcement learning from human feedback
Reinforcement learning from human feedback
(RLHF) involves training models to perform tasks
through feedback obtained from human evaluators,
as opposed to traditional reward signals from an
environment (Stiennon et al., 2020). Such methods
have proven effective in refining models’ behaviors,
especially when environment rewards are sparse
or ambiguous. In recent studies, such as Nakano
etal. (2021); Ouyang et al. (2022), RLHF has been
utilized to fine-tune large language models by col-
lecting comparison data, where multiple model re-
sponses are ranked by quality. There are some
methods do RLHF with large-scale models and
extensive human feedback (Ouyang et al., 2022;
Lightman et al., 2023; Uesato et al., 2022; Luo
et al., 2023). And most methods in RLHF necessi-
tate large models or extensive manually annotated
data and typically focus on value alignment and
safety alignment (Bai et al., 2022; Ganguli et al.,
2022; Dai et al., 2023). In contrast, we leverage
similar techniques to enhance the model’s reason-
ing capabilities while reducing the dependence on
large models and manual annotation.

5. Conclusion

We propose “Self-motivated Learning”, a task-
agnostic approach designed to enhance reason-
ing performance in LMs while decreasing reliance
on large models and manual annotations. This
framework is grounded in the idea that a rationale
leading to the correct answer is superior to one
leading to an incorrect answer. We conducted ex-
periments across 8 datasets encompassing three
categories of complex reasoning, demonstrating
that our method can significantly enhance model
performance without external annotation.
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