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Abstract
End-to-end (E2E) Spoken Language Understanding (SLU) systems infer structured information directly from the
speech signal using a single model. Due to the success of virtual assistants and the increasing demand for speech
interfaces, these architectures are being actively researched for their potential to improve system performance by
exploiting acoustic information and avoiding the cascading errors of traditional architectures. However, these systems
require large amounts of specific, well-labelled speech data for training, which is expensive to obtain even in English,
where the number of public audio datasets for SLU is limited. In this paper, we release the FalAl dataset, the largest
public SLU dataset in terms of hours (250 hours), recordings (260,000) and participants (over 10,000), which is also
the first SLU dataset in Galician and the first to be obtained in a low-resource scenario. Furthermore, we present
new measures of complexity for the text corpora, the strategies followed for the design, collection and validation of
the dataset, and we define splits for noisy audio, hesitant audio and audio where the sentence has changed but
the structured information is preserved. These novel splits provide a unique resource for testing SLU systems in

challenging, real-world scenarios.
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1. Introduction

Over the past decade, there has been growing inter-
est in the development of voice-based virtual assis-
tants (VAs), not only from technology companies,
but also from governments and administrations for
use in public services. Recent breakthroughs in
Natural Language Understanding (NLU), Automatic
Speech Recognition (ASR) and Large Language
Models (LLMs) have made it possible to interact
with machines in a more natural and fluent way
in a wider range of contexts, thereby normalising
voice-based interactions with the virtual world. The
demand for speech interfaces is growing and is
expected to increase exponentially in the coming
years as areas such as education (Kasneci et al.,
2023; Gubareva and Lopes, 2020) or health (Vona
et al., 2020) become more important.

Spoken Language Understanding (SLU) is an
interdisciplinary field that aims to extract structured
information from speech signals, and lies at the
intersection of speech recognition and natural lan-
guage understanding. SLU systems are critical
components of virtual assistants and are tradition-
ally designed as a pipeline with an ASR module
followed by an NLU module. However, these tradi-
tional architectures have several drawbacks, includ-
ing the fact that their components are optimised ac-
cording to different criteria, they suffer from cascad-

ing errors, and they waste computational resources.
End-to-end (E2E) architectures have been success-
fully used in areas such as machine translation,
speech synthesis or automatic speech recognition,
and in recent years E2E architectures for SLU have
been an active area of research (Serdyuk et al.,
2018; Haghani et al., 2018). In these systems, the
structured information is extracted directly from the
speech signal and it is possible to leverage acoustic
information such as prosody. The main research
challenge in these architectures is the lack of large
and challenging speech datasets with structured
information or semantic parsing labels, and the low
semantic complexity and limited domain coverage.
The challenge is even greater for languages other
than English, where public datasets exist only for
Mandarin Chinese (Zhu et al., 2019), Indian (Rajaa
et al., 2022) or ltalian (Bellomaria et al., 2019).

In this paper we present the FalAl' dataset, which
is the largest publicly available dataset for E2E
SLU in terms of hours (over 250 hours of speech-
labelled data), recordings (over 260,000 record-
ings) and participants (over 10,000 participants,
12 times more than the largest public dataset to

'Composition between the Galician verb for speaking,
“falar”, and the acronym for artificial intelligence, Al. Also,
in some areas of Galicia, this is how the second person
plural of the imperative of the verb to speak is formed:
“falai” instead of “falade”.
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date). The dataset covers 14 domains, 62 intents
and 64 slot types. In addition, FalAl is the first pub-
licly available SLU dataset in Galician, generally
considered a low-resource language with large lin-
guistic variation, making it an unprecedented mile-
stone for the language. The dataset was designed,
acquired and validated during the first semester
of 2023, and the methodology and strategies fol-
lowed are also presented in this paper. In addition,
this paper introduces new complexity measures for
text corpus design and presents splits for noisy au-
dio, audio with hesitations, or audio with transcripts
other than the reference sentence but preserving
the structured information in the form of domain,
intent, and slots. These novel splits will allow the
establishment of a benchmark to test SLU mod-
els in borderline scenarios (noisy environments) or
more realistic scenarios (audios with hesitation), as
well as to test the adaptability and generalisation of
the models (modifications of the original sentence
with the same structured information, dialectal vari-
ations of the language, accent variations, etc.).

The rest of the paper is organised as follows:
Section 2 outlines the related work on SLU datasets
and the Galician context for language technology.
Section 3 introduces the dataset design, collection
and validation. Section 4 describes the lexical and
semantic analysis of the dataset and presents the
complexity measures. Finally, Section 5 contains
the results and analysis, and Section 6 the conclu-
sions and future directions of the work.

2. Related Work

The first speech dataset in the literature to include
audio and annotated structured information was
the Air Travel Information System (ATIS) (Hemphill
et al., 1990), introduced in the 1990s. The suc-
cess of end-to-end architectures in areas such
as machine translation (Sutskever et al., 2014)
or speech recognition (Amodei et al., 2016; Chan
et al., 2016) triggered interest in applying such ar-
chitectures to SLU, and after the introduction of
the first approaches (Serdyuk et al., 2018; Haghani
et al., 2018), the first public datasets for E2E SLU
in English were created. The SNIPS benchmark
(Coucke et al., 2018) and the Fluent Speech Com-
mands (FSC) (Lugosch et al., 2019) were the first
publicly released datasets, and due to the lack of
datasets to compare with, FSC became the main
corpus used as a benchmark for E2E SLU systems.
However, the results obtained with this dataset were
not representative of the actual performance of the
technology, as it is a limited dataset in terms of
number of sentences, recordings and participants,
and is of low semantic complexity (McKenna et al.,
2020). Therefore, efforts to create and share SLU
datasets for E2E systems have continued. The

next large corpus presented was the Spoken Lan-
guage Understanding Resource Package (SLURP)
(Bastianelli et al., 2020), which contains 6 times
more sentences than SNIPS, 2.5 times more au-
dio than FSC, with more domains and greater lexi-
cal richness. The largest SLU corpus in the litera-
ture to date, the STOP dataset, was presented in
early 2023 by Meta (Tomasello et al., 2023). This
dataset was a quantitative step forward in terms of
the number of audios (three times more audios than
SLURP) and the number of speakers (five times
more than SLURP), but also includes compositional
queries with nested intents, which no previous pub-
licly available SLU datasets included (introduced in
the TOP dataset for NLU (Gupta et al., 2018)).

In this paper we present the FalAl dataset 23,
which, despite having fewer sentences than the
SLURP and STOP datasets, is the largest publicly
available dataset for E2E SLU to the best of our
knowledge, in terms of hours, recordings and par-
ticipants. FalAl is also the first dataset for E2E
SLU in Galician, and the first such dataset for a
low-resource language, which is an unprecedented
milestone for the language. In addition, our dataset
introduces novel splits for noisy audio, audio with
hesitations, and audio where the structured infor-
mation in the form of domain, intent, and slots
is preserved, but the original sentence has been
modified, providing a unique and comprehensive
resource for evaluating E2E SLU systems under
different real-world conditions.

2.1.

Galician, which belongs to the Romance language
family, is a co-official language, along with Span-
ish, in the autonomous region of Galicia, located in
northwestern Spain, and has approximately 1.9 mil-
lion speakers (I.G.E., sep 2019a). Moreover, Gali-
cian is a language that has linguistic variations de-
pending on the geographical area and that coexists
in a situation of bilingualism and code-switching.
Despite its rich cultural tradition and the fact
that it is the official language in public institu-
tions, the digital presence of Galician is scarce
(Ramirez-Sanchez et al., 2022). As stated in the
ELE (European Language Equality) report on Gali-
cian (Ramirez-Sanchez and Garcia-Mateo, 2022),
it belongs to the group of languages with fragmen-
tary support, but it is a borderline case. The lack
of resources clearly affects the development of
language technologies (LTs) such as automatic
speech recognition, natural language processing,

Galician Context

°The dataset can be found at  https://
huggingface.co/datasets/GTM-UVigo/FalATl

3The dataset can also be accessed in the ELG:
https://live.european—-language-grid.eu/
catalogue/corpus/21575
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machine translation, text analysis or dialogue sys-
tems.

For the specific case of end-to-end spoken lan-
guage understanding, there is no existing dataset
of speech recordings for Galician, so FalAl is the
first public dataset with these characteristics. If we
analyse the available speech resources (although
they are not suitable for E2E SLU, they can be used
with traditional ASR + NLU architectures), the re-
sources available in Galician are also scarce. The
two main available datasets are the Common Voice
dataset (Ardila et al., 2020), which in its version 15
for Galician has a total of 38 hours of validated
speech, and the openSLR dataset (Kjartansson
et al., 2020), which has about 10 hours of audio,
so that in total there were 48 hours of high quality
speech available for Galician.

3. FalAl Dataset

3.1. Dataset Design

The text corpus of the FalAl dataset was designed
and created in collaboration with linguists to try
to collect all the variants of the language, to cor-
rect and revise any errors that may have been in-
troduced, and to establish criteria for its creation.
Some of the criteria established are:

« All the words in the corpus must be words ac-
cepted by the institution responsible for estab-
lishing the rules for the correct use of the lan-
guage, the Real Academia da Lingua Galega.

» An effort has been made to balance gender
and location references within the corpus, try-
ing to avoid bias in the creation of the corpus.
We have also tried to involve as many people
as possible in its creation in order to increase
diversity.

+ In Galician there are situations in which two
ways of writing are valid, but only one of them
can be pronounced, i.e. there are situations in
which it must be pronounced differently from
the way it is written. We have decided to in-
clude both written versions in the corpus, since
we noticed that participants did not pronounce
correctly, as they read literally what was writ-
ten.

+ References to Galician culture and the way of
life of the Galician people have been included
in order to make the sentences attractive and
to make people identify with them.

The FalAl dataset consists of a total of 3,500 sen-
tences across 14 domains, with 64 intents and 62

slot types. The domains in the dataset include clas-
sic voice command phrases for smart home speak-
ers, but also domains related to e-health, trans-
port booking or questions about administrative pro-
cesses. Table 1 shows a comparison between the
text characteristics of the benchmark SLU datasets
and FalAl dataset.

3.2. Data Collection

The FalAl data collection was conducted during
a specific campaign in the first quarter of 2023.
Citizens were invited to participate by recording
themselves reading thirty sentences using a spe-
cially designed tool. The number of sentences per
recording session was determined to strike a bal-
ance between a minimum number of recordings
and participant motivation, typically taking 2-4 min-
utes per round. Participants were encouraged to
use their natural Galician, acknowledging the lan-
guage’s rich variations beyond the standard form.

While the recording tool was primarily designed
for mobile devices, it was accessible from any
device with a microphone-equipped browser 4.
The design aimed for effectiveness and user-
friendliness, ensuring accessibility for participants
with varying technological capabilities. Figure 1 pro-
vides a visual representation of the main recording
screen.

A tiia contribucidn
falA € importante!

Algunha notificacion?

Texto 1de 30

Mantén pulsado o botén mentres falas.
Emprega o teu propio acento.
Revisa e envia a gravacion.

O

Figure 1: FalAl Recording Screen Example.

To participate in FalAl, users were required to
provide information regarding their age, gender,
place of origin, and accent. Additionally, they had
to accept the data release document. This doc-
ument was drawn up in collaboration with legal

“The FalAl recording tool can be accessed via:
https://falai.balidea.com/
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FSC SNIPS SLURP STOP FalAl

Phrases 248 2912 17,181 125k 3,500
Domains 1 1 18 8 14
Intents 31 7 46 80 62
Slots - 53 55 82 64

Vocab size 96 2,182 6,467 15,056 2,957

Table 1: Text corpora SLU dataset comparison.

experts and adheres to current recommendations
and guidelines on data usage in virtual assistants
(Pineiro-Martin et al., 2023). There is no limit to the
number of participations, and each unique contri-
bution counts as an additional participation, as we
do not retain personal data or associated identifiers
of participants.

The data collection campaign has been an un-
precedented success for the language, surpassing
all expectations. It has resulted in an astounding
6 times more hours of audio data compared to the
main existing speech datasets in Galician. This
campaign has achieved remarkable representation,
with the participation of 99% of the municipalities
in Galicia, with recordings from 311 of the 313 Gali-
cian municipalities. The dataset includes more than
25,000 recordings per province and also captures
the rich diversity of Galician accents, with more
than 25,000 recordings for each of the main accent
variations. In particular, the campaign succeeded
in involving a significant number of participants over
the age of 60, a demographic typically underrepre-
sented in such initiatives, with more than 15,000
recordings from this age group.

Table 2 summarises the main results of the FalAl
data collection campaign:

Number of hours 250
Number of recordings 260,000+
Number of participants 10,000+

Municipalities participating 99%
Female / Male ratio 60% - 40%
Hours from participants aged 60+ 18.3

Table 2: Main results of the FalAl data collection
campaign.

3.3. Dataset Validation

The validation process for the FalAl dataset was
carefully designed due to the unique challenges
posed by Galician, including the sensitivity of mean-
ing to single character changes and the complex-
ity of sentences containing numbers, municipality
names or acronyms. Unlike English ASRs, Galician
ASRs do not have comparable confidence scores.
As a result, we opted for a semi-automatic vali-

dation strategy, as opposed to the fully automatic
approach used in SLURP and the semi-automatic
approach with a 50% character error rate (CER)
automatic validation threshold in STOP. Given the
complexity of Galician, it is not feasible to replicate
such a low threshold.

The validation strategy of the FalAl dataset in-
cluded five different phases. Throughout the vali-
dation process, all recordings were amplitude nor-
malised and initial and final silences were identified
and removed:

1. Manual validation: In the first phase, 12,750
recordings (approximately 5% of the dataset)
underwent manual validation, creating a repre-
sentative corpus with fully supervised valida-
tion.

2. ASR fine-tuning: In the second phase, the
XLS-R model (Babu et al., 2022) was fine-
tuned using Galician speech data from Com-
mon Voice (Ardila et al., 2020) and OpenSLR
(Kjartansson et al., 2020). About 30% of the
dataset (75,000 recordings) with 0% word error
rate (WER) were automatically validated.

3. Language model boost: In the third phase,
a 4-gram model trained on the dataset text
corpus was used as the language model to
boost recognition. In this phase, an additional
10% of the original dataset was validated with
zero WER.

4. ASR model refinement: In the fourth phase,
the XLS-R model was further fine-tuned us-
ing the recordings validated in the first phase.
This new ASR model, reinforced by the 4-gram
model, validated an additional 30% of the orig-
inal dataset, with 75% of the dataset validated
by the end of this phase.

5. Manual validation (final phase): The fi-
nal phase manually validated recordings that
hadn’t been validated in previous phases.

All automatically validated audios have been la-
belled “validated”, while in the manual validation
we have included additional labels to create splits
that provide a unique resource for evaluating E2E
SLU systems in new scenarios.
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3.3.1. FalAl Splits

The FalAl dataset introduces novel splits generated
during manual validation using additional labels.
The labels used during manual validation are:

+ Validated: Utterance that exactly matches the
reference sentence.

» Changed: Utterance in which some word(s)
have been changed or pronounced differently,
but the semantic information in terms of intent
and slots is retained.

* More words: Utterance in which words are
added, but the structured information is re-
tained.

+ Fewer words: Utterance in which words are
omitted but the structured information is re-
tained.

« Hesitation: Utterance in which there is a hesi-
tation in pronunciation, whether or not the ref-
erence sentence has changed, but in which
the semantic information is retained.

* Noisy: Noisy recording, background noise or
audio problems.

30.4%

Changed
Fewer words
Hesitation
More words
Noisy

6.3%

Figure 2: Distribution of additional splits in FalAl.

In the first released version of the validated FalAl
dataset, these splits account for the 10% of the
total dataset, representing more than 24 hours of
audio in total. These splits will allow the evaluation
of the E2E models in challenging scenarios, testing
their performance at the boundaries and assess-
ing their ability to adapt to the different linguistic
variations present in Galician. This includes testing
their robustness in noisy environments, their abil-
ity to handle changes in the original message and
their performance in more realistic scenarios with
the presence of hesitations. Figure 2 shows the
distribution within these additional splits.

4. Dataset Complexity

In the domain of Spoken Language Understand-
ing (SLU), assessing the complexity of datasets
is a critical aspect of designing effective evalua-
tion benchmarks. However, relying solely on near-
perfect results obtained with limited datasets such
as FSC or SNIPS can be misleading, as these
datasets often lack the lexical and semantic rich-
ness, diversity of vocalisations, domain coverage
and diverse semantic contexts encountered in real-
world scenarios (Bastianelli et al., 2020). To bridge
this gap and provide a comprehensive assessment
of dataset complexity, this section aims to present
key metrics for evaluating the textual complexity
of corpora. Furthermore, we introduce novel met-
rics based on our practical experience to further
enhance the understanding of dataset complexity.

4.1.

In addition to the vocabulary size (humber of unique
words in the corpus of sentences) and the number
of unique sentences, a good measure of lexical
complexity is the n-gram entropy. The n-gram en-
tropy measures the randomness of the sentences
in the dataset over its constituent n-grams, V. It is
calculated using the equation:

H=- )" p(z)logsp(x) (1)

TEN*

Lexical Analysis: n-gram Entropy

where N* is the set of unique n-grams in the
dataset and p(x) is the probability of n-gram z oc-
curring in /. Larger values of n-gram entropy rep-
resent greater randomness and variety in the utter-
ance patterns, indicating greater lexical complexity.
Table 3 shows a comparison between the entropy
for unigrams, bigrams, trigrams and the average
entropy between the main benchmark datasets in
the literature: the Fluent Speech Commands (FSC),
SNIPS, SLURP and STOP datasets and the FalAl
dataset.

Entropy | FSC SNIPS SLURP STOP FalAl
1-gram | 5.5 6.2 8.8 9.2 9.3
2-gram | 7.2 9.1 13.1 136 125
3-gram 7.9 10.9 14.7 15.9 134
average | 6.9 8.7 12.2 129 117

Table 3: Comparison of entropies between the main
SLU datasets and the FalAl dataset.

4.2. Semantic Analysis: Semantic
Textual Similarity

Semantic Textual Similarity (STS) measures the
degree to which two sentences are semantically
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equivalent to each other (Cer et al., 2017). This
task has typically been used in applications such
as machine translation, summarisation, question
answering or semantic search. In this section, we
propose to compute the STS as a measure of the
semantic complexity of the designed dataset.

To compute the STS, the first step is to ob-
tain the vector representations (embeddings) of
the sentences in the corpus. For this purpose,
the Language-agnostic BERT Sentence Encoder
(LaBSE) (Feng et al., 2022), based on BERT (De-
vlin et al., 2019) and trained for more than 100 lan-
guages (including Galician, Spanish and English),
was used. After that, an L2 normalisation (Feng
et al., 2022) is performed to avoid that parameters
of vectors with different ranks and high variance
influence more than those that are not normalised,
and then the similarity is calculated as the product
between the two tensors.

The STS heatmap is a visual representation that
provides valuable insights into the degree of seman-
tic equivalence between different elements within
a dataset. In this context, the STS heatmap serves
as a powerful tool for assessing the linguistic and
semantic richness of the dataset, helping us to un-
derstand how diverse or homogeneous the dataset
is at different levels of granularity.

Figure 3 shows a heatmap of the STS at the do-
main level, with 1 being the highest similarity and
0 the lowest similarity. Although there is some rela-
tionship between some of the domains, the overall
similarity of the map shows that the domains are
diverse and broad, indicating the semantic richness
of the dataset.

house commands
fists -

aarm -.

weather

ime

health

rews

communication
game -04
consultation
fransportation
chavetres seis cinco -0z
gao_discapacidade
tarxeta_benvida

- 1.0

- 0.8

- 06

lists
aarm

weather
fime

health
news

communication
game

consultation
fransportation
chavetres seis cinco

tarxeta_benvida

house commands
grao_discapacidade

Figure 3: STS between domains in FalAl calculated
with LaBSE.

The STS at the level of intents (Figure 4(a)) in
the dataset shows that the average value is higher,
which makes sense since the way of requesting
information or making requests tends to be similar
regardless of what is being requested. This higher
STS may also indicate a higher complexity in clas-

sifying intents (the more similar they are, the more
difficult it is to classify them).

Finally, Figure 4(b) shows the STS between sen-
tences in the dataset. This heatmap illustrates the
varying degrees of similarity between different sen-
tences. In particular, there are regions with higher
STS values, typically associated with individual sen-
tences or small groups of sentences. As expected,
the average STS decreases as the number of sen-
tences compared increases. This diversity reflects
the richness of the dataset, as it encompasses a
wide range of linguistic variations and potential se-
mantic nuances.

- 06
-04

-0z

-00

(a) STS between intents.

- 08
- 06
-04

-0z

-00
(b) STS between sentences.

Figure 4: STS between intents and sentences in
FalAl calculated with LaBSE.

The observed STS patterns across domains, in-
tents and sentences provide valuable insights into
the multifaceted nature of the dataset. While the
lower STS values between certain domains indi-
cate diversity and distinctiveness among them, the
elevated STS at the intent level suggests intricate
semantic relationships between different intents.
At the same time, the lower average STS at the
sentence level indicates a dataset that contains a
wide range of linguistic variation and potential se-
mantic nuance. These combined findings highlight
the complexity of the dataset, making it a versa-
tile resource for evaluating and improving spoken
language understanding systems in different real-
world scenarios.
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FSC SNIPS SLURP STOP FalAl
Speakers 97 67 177 885 10,000+°
Audio files 30,043 5,886 72,277 236,477 260,000+
Duration [hrs] 19 5.5 58 218 250

Table 4: Comparison of speech data between datasets.

5. Results and Analysis

FalAl represents a major milestone in the field of
spoken language understanding. Not only is it the
largest public dataset for SLU in any language, but
it is also the first dataset for SLU in Galician, which
represents a significant step forward for the lan-
guage in terms of linguistic resources, and the first
dataset for SLU obtained in a low-resource sce-
nario. Table 4 shows the comparison of speech
data between the main datasets in the literature
and the FalAl dataset.

The release of FalAl means going from a few tens
of hours of voices to hundreds of hours, with thou-
sands of speakers from all regions of Galicia. The
metadata associated with the recordings will also
be of great use for future research, as it is a dataset
in which the variety of accent is recorded and ef-
forts have been made to ensure that participants
use their variety of Galician. In addition, the dataset
has an important representation of the voices of
people over the age of 60, a population group that is
typically underrepresented in speech datasets, and
which is even more important for Galician, since
in Galicia these people are the most likely to use
variation of the Galician language other than the
normative one.

FalAl is also the first dataset for SLU that
presents novel splits related to noisy audio, au-
dio with hesitations, or audio where the reference
sentence has been modified but the semantic infor-
mation is preserved in the form of intents and slots
(about 24 hours of audio in this first release). This
last split is particularly interesting for testing the gen-
eralisability of future E2E SLU systems, since they
are recordings in which the same structured infor-
mation is expressed as in the reference sentence,
but the way in which it is expressed is changed,
either by using more or fewer words, by using a
different variety of language, or simply by changing
the way in which the information is requested.

Moreover, in our comprehensive assessment of
the complexity of the FalAl dataset, we have ex-
amined key metrics for evaluating both lexical and
semantic complexity. This analysis provides es-
sential context for understanding the richness and
diversity of the dataset, which in turn plays a crucial

5The exact total number of participants is an estimate
due to the lack of identifying information for each partici-
pant.

role in evaluating the performance of SLU systems
on real-world data.

Finally, the process of dataset design, collection
and validation in a low-resource scenario also pro-
vides important lessons for the creation of datasets
in similar contexts through citizen collaboration.
Some of the lessons learned can be summarised
as follows:

» Transparent communication and clear ba-
sis: Clear communication of the objectives of
the data collection campaign, as well as the
terms and conditions of data transfer through
the data release document, has helped to build
citizens’ trust in the project.

* Public-private collaboration: The project
was carried out thanks to a public-private col-
laboration between a technology company and
a research centre linked to a university. We be-
lieve that this collaboration has been key to the
success of the project, leveraging the impact,
image and knowledge of the public side and
the implementation capacity and experience
of the private side.

» The reason: The campaign was promoted as
an opportunity to ensure that Galician was also
present in the digital world. Getting people to
feel involved in this proposal and to understand
that it was necessary for the language was the
main motivating element of the campaign.

Linguistic content of the dataset: We have
also seen how the linguistic content of the
dataset has also helped to extend the reach
of the campaign. References to Galician cul-
ture (writers, actors or musicians) as well as
Galician habits, traditions and regions have
helped to popularise the campaign and encour-
age participation, i.e. people have participated
because they felt reflected and found it use-
ful, illustrating the importance of developing
people-centred applications.

The recording tool: We have taken great care
in the design and development of the recording
tool to make it simple and intuitive, regardless
of the technology profile. We believe that hav-
ing a stable, multi-device, intuitive, attractive
and well-maintained tool was another key fac-
tor in the project.
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» Social networks: The impact of social me-
dia has undoubtedly been the most effective
way to publicise FalAl's campaigns. Collab-
orating with local influencers and celebrities
has helped to increase engagement with the
campaign.

6. Conclusions

In this paper we present FalAl, the largest SLU
dataset in terms of hours, recordings and partici-
pants across all languages. FalAl is also the first
SLU dataset for Galician and significantly expands
the linguistic resources available for what has tradi-
tionally been considered a low-resource language,
increasing the resources by more than a factor of
six. Furthermore, FalAl introduces novel dataset
splits not previously seen in the SLU literature, pro-
viding a unique resource for evaluating end-to-end
SLU systems in diverse real-world scenarios. This
versatility sets the stage for innovative research in
the field.

In addition to its size and diversity, this work
has been concerned with evaluating the textual
complexity of FalAl. We have proposed measures
of both lexical and semantic complexity, providing
valuable insights into the richness of the dataset
and its potential for extensive SLU research.

The process of designing, collecting and vali-
dating FalAl has resulted not only in a remarkable
dataset, but also in valuable lessons for the re-
search community. These lessons highlight the
importance of transparent communication, public-
private collaboration, a good recording tool, and
making people feel involved and represented.

In conclusion, FalAl represents a significant ad-
vancement in the field of E2E SLU, not only for Gali-
cian but across all languages. With its extensive
scale, linguistic diversity, and innovative evaluation
possibilities, it offers valuable avenues for future
research and the creation of datasets in similar sce-
narios. As a part of our future work, we plan to test
the dataset by comparing traditional SLU architec-
tures with E2E architectures, particularly focusing
on the new splits introduced in FalAl.
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