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Abstract

Developmental stages are a linguistic concept claiming that language learning, despite its large inter-individual
variance, generally progresses in an ordered, step-like manner. At the core of research has been the acquisition of
verb placement by learners, as conceptualized within Processability Theory (Pienemann, 1989). The computational
implementation of a system detecting developmental stages is a prerequisite for an automated analysis of L2
language development. However, such an implementation faces two main challenges. The first is the lack of a fully
fleshed out, coherent linguistic specification of the stages. The second concerns the translation of the linguistic
specification into computational procedures that can extract clauses from learner-produced text and assign them to a
developmental stage based on verb placement. Our contribution provides the necessary linguistic specification of the
stages as well as detaiiled discussion and recommendations regarding computational implementation.
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1. Introduction

Second language acquisition (SLA) depends on
many factors, such as learners’ age or educational
background, which cause considerable variation
in learner language. While learners’ interlanguage
(IL) is highly variable, it is also known to be sys-
tematic (Selinker, 1972). Therefore, finding stable
linguistic developmental features that are largely in-
dependent of such factors and of characteristics of
the target language has been a key goal in research-
ing learner language development. The concept of
developmental stages (Hulstijn et al., 2015) is key
in this regard. It refers to core grammar phenom-
ena that are hypothesized to be acquired by learn-
ers in an ordered, step-like manner: learners may
be faster or slower, but stages cannot be skipped
or re-ordered (so-called implicationality (Rickford,
2002)). Even explicit instruction cannot enable this
(Pienemann, 1989; Arntzen et al., 2019).

Early research on developmental stages focused
on the morpheme acquisition order in English (e.g.
(Dulay and Burt, 1973)), but subsequently, most
attention has been paid to the acquisition of word
order and, in particular, verb placement (Diehl et al.
(2000); Gunnewiek (2000); Tschirner and Meerholz-
Harle (2001); Pienemann (2005a); Jansen (2008);
Jordens (1990); Baten and Hakansson (2015); in-
ter alia). For L2 learners, knowing where to place
the verb(s) is a crucial challenge. For example, in
German main clauses, the canonical word order is
subject - verb - object (SVO) as in: Regina kauft

Kuchen (Regina buys cake). However, if something
is placed before the subject, SVO is given up as
the finite verb has to remain in the second position
(V2), as in: Heute kauft Regina Kuchen (*Today
buys Regina cake). In subordinate clauses, finally,
the finite verb has to be placed at the end, as in:
Ich glaube, dass Regina Kuchen kauft (*| believe
that Regina cake buys). Developmental stage re-
search assumes that these (and other) structures
are acquired in a fixed sequence.

Research into the validity and variation-
independent stability of developmental stages is
important as a theoretical concern within SLA as
the assumption of stages is all but uncontroversial.
Competing approaches that conceptualize varia-
tion as a driver of L2 development (e.g. Complex
Dynamic Systems Theory (Larsen-Freeman,
2020)) tend to discard the idea of developmental
stages, casting doubt on the universality of stages
once IL variation is fully taken into account. Even
outside such frameworks, studies challenge the
assumption of general developmental stages show-
ing, for example, that order of acquisition might
depend on the L1 (Murakami and Alexopoulou,
2016) or on the task (Ehl et al., 2018).

Research on developmental stages also inter-
sects with learner corpus research as well as re-
search on proficiency and language testing. In the
case of German, the L2 we focus on, the stages
play a considerable role in real-world contexts. A
number of L2 assessments, such as Profilanal-
yse (GrieBhaber, 2012; Heilmann and Griesshaber,
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2012; GrieBhaber, 2019) or LiSe-DaZ (Schulz and
Tracy, 2011; Schulz and Grimm, 2012), and the
Rapid Profile software (KeBler and Liebner, 2011)
build on these stages. Decisions based on such
test instruments can have direct consequences on
test-takers and other stakeholders. For instance,
placement decisions for newcomers to the German
(or Austrian) school system with only limited knowl-
edge of German may depend on such assessments
as they transition from language preparation to reg-
ular classes (Wisniewski, 2023; Gamper, 2023).
Furthermore, the stages are regularly used in teach-
ing contexts, where they often guide the grammar
curriculum (Winkler, 2014; Schroeder and Gamper,
2016; Baten, Kristof and KeBler, Jérg, 2019). Impor-
tantly, as pointed out by Wisniewski (2020), the rela-
tion between the grammar-focused developmental
stages and the communicatively oriented CEFR
(Common European Framework of Reference for
Languages) levels requires further study, especially
for languages other than English. Research into
developmental stages so far has focused on data
sets of limited size and heavily relied on manual
annotation and classification based mostly on the-
oretical and example-based descriptions. In this
contribution, we want to make progress towards
large-scale automated analysis of multiple datasets.
Accordingly, we first give an overview of work on de-
velopmental stages and specifically introduce the
framework of Processability Theory (PT) (Piene-
mann, 1998; Pienemann et al., 2005) (§2). We use
PT here as it is an important theory of developmen-
tal stages and has often been used to discuss Ger-
man, our L2 of interest. We then discuss the chal-
lenges for deriving a technical specification from
the theoretical constructs of developmental stage
research (§3). Next, we discuss the challenges
of implementing the specification computationally
(§4) before offering a summary and outlook in §5.

2. Developmental Stages

Developmental stages for word order were first de-
scribed for L2 German in the ZISA project (Clah-
sen et al., 1983). These ideas were then adopted
and further developed mainly in Processability The-
ory (PT; (Pienemann, 1998, 2005b; Pienemann
et al., 2022; Pienemann and Lenzing, 2020; Lenz-
ing et al., 2019)). While stages are central in other
approaches, too, for instance in the generatively
oriented Organic Grammar (Vainikka and Young-
Scholten, 2011), PT is the most wide-spread and
broad theoretical approach that is based on both
psycholinguistics (Levelt, 1989) and formal gram-
mar (Lexical Functional Grammar, LFG (Kaplan
and Bresnan, 1982; Dalrymple et al., 2019)).

2.1. Processability Theory

The core of PT is the processability hierarchy,
shown in abbreviated form in Fig. 1. It encapsu-
lates the idea that acquisitional order from simpler
to more complex structures results from the fact
that the capabilities of the human language proces-
sor (Levelt, 1989) expand in a specific sequence
as it develops new processing procedures for han-
dling ever more advanced grammar rules. At first,
learners can only produce single words or chunks
as they lack any processing procedures. In the first
stage of acquisition, learners learn to associate lex-
ical items with categorial information, enabling for
instance inflection. Phrasal procedures (e.g. within
NPs) require the exchange of information on fea-
tures such as gender or number. The sentence pro-
cedure requires the exchange of information across
phrases so as to ascertain subject-verb agree-
ment.! Clearly, not all languages have gender,
case, or subject-verb-agreement. Still, even if the
linguistic features that are indicative of a learner’s
being at a specific stage (core indicators) are differ-
ent across languages, the assumption is that the
processing procedures underlying the stages are
not. As all language use relies on processing pro-
cedures, so developmental stages are assumed
to be relevant for all L2s. And, in fact, syntactic
and/or morphological stages have been reported in
a number of languages apart from English and Ger-
man, namely Arabic, Chinese, Japanese, Swedish,
Italian, and others (Pienemann, 2015; Bettoni and
Biase, 2015; Ozeki and Shirai, 2007a,b).

2.2. Developmental stages for German

We now look at five of the PT stages for German:
Svo, Abv, SEP, INv, and V-END. Each of these is
briefly illustrated and defined in Table 1. In what
follows, we discuss the characteristics of the indi-
vidual stages necessary for automatic recognition.
Certain exceptions and special cases cannot be
addressed here. For details on these, we refer the
reader to (Pienemann, 1998; Bettoni and Biase,
2015). Instead, we focus on describing the respec-
tive core indicators and their operationalisation for
the different stages as precisely as possible.

Svo (or Canonical Word Order) In a first step,
learners gain access to the canonical word order of
the target language. For German, PT takes this to
be SVO. Learners are able to produce utterances
with the subject in first position, followed by a verb
in second position and a subsequent object, as
in Ich brauch eine neue Wohnung [l need a new

"The information matching within and across phrases
is usually seen as a mechanism mirroring LFG’s feature
unification.
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sag-te zwei Kinder Peter sieht einen Hund
‘'said’ ‘two children’ ‘Peter sees a dog’
Figure 1: Simplified PT hierarchy
Short  Structure Description Example
Name

SVO S*)Npsubj \Y (NPobj1) (NPOb]‘Q)
der

canonical word or-

Ich suche eine neue Wohnung.

Abv S— (XP) NP,ub; V (NPopj1) (NPopj2)

adverb preposing

Darum ich suche eine neue Woh-
nung.

SEP (XP) NPSubj VPVauz/mod {(Npobj) /
(X)} VPviny

verb separation

Darum ich muss eine neue Wohnung
suchen.

INV (XP) V NPsus; (NPosj;) / (X) inversion Darum muss ich eine neue Wohnung
suchen.
V-END  (COMP)roor NPsus;  (NPoyji)  verb-end Weil ich eine neue Wohnung suche.

(NPop;j2) (ADJ) (V)invr=— (V)inr=+

Table 1: Developmental stages for verb placement in German
The structure descriptions are adapted from (Pienemann, 1998). Parentheses denote optionality. Subscripts

represent feature annotations.

apartment]).2 At the same time, this canonical word
order seems to be more immediately accessible
and comprehensible to learners since the various
semantic roles correspond directly to the position in
the underlying constituent structure (Jansen, 2008).
Feature unification is not yet in place.

Abv At this stage, learners acquire the ability to
place something before the canonical SVO struc-
ture, which is left unchanged. The sentence-
initial saliency position (XP) can be filled with Wh-
question words, adverbial complements, nominal
or prepositional phrases. The resulting structures
are ungrammatical in L1-German, as in: *Deshalb
ich war immer krank. [‘Therefore | was always sick’]
instead of the correct Deshalb war ich immer krank.
Importantly, the salient sentence-initial position is
filled with an additional structure that requires no
feature unification. Therefore, it is assumed that
this stage is acquired before the following stages,
which all do require some feature unification.

SeEP Next, learners acquire feature unification in-
side phrases. For German, verb separation is the

2All examples in this section are taken from the MER-
LIN learner corpus (Wisniewski et al., 2013).They are
presented in the form produced by the learners.

key indicator for this stage. German builds verbal
brackets with split verb phrases (VPs) where a finite
(inflected) auxiliary or modal verb is separated from
a non-finite (uninflected) verb (participle or infinitive
), as in: Und ich soll ein Schwimmbad kaufen. [Lit.
‘And | shall a swimming pool buy’]. The finite verb
has to be separated from the nonfinite verb by one
or more objects and/or other element(s) such as
adverbs. Canonical word order still persists, with S
preceding the finite verb.

INv Later, learners acquire feature unification
across phrasal boundaries. In German, the key in-
dicator for this is taken to be subject-verb-inversion
in sentences where the first position is not occupied
by the subject, which is instead found after the finite
verb. Compared to Abv, where two constituents
precede the finite verb, learners now realize that
the verb needs to come in second position (V2) and
accordingly move the subject to the right of the finite
verb as in: Zuerst habe ich einige Fragen (liber die
Sprache [‘First, | have some questions regarding
the language’].Inv involves the so-called sentence
procedure and is the first point in the acquisitional
hierarchy where learners produce structures not
even partly featuring Svo.
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V-END At the highest stage in the processing hier-
archy, learners differentiate main and subordinate
clauses. In German, the key indicator for this is
the final position of the finite verb in subordinate
clauses as in: wenn man sein Land verldsst[Lit.
‘when one one’s country leaves’]. As the argu-
ments and adjuncts of German verb-final sentences
can be variously ordered, V-END cannot simply be
equated with OSV or SOV word order.

3. Challenge I: Specification

Having introduced processability theory and the
five stages under consideration in this paper,
we now discuss the challenges faced when try-
ing to precisely define each stage. The spec-
ification is available at https://github.com/
dakoda-project/devstages.

3.1.

Many formulae (rewrite rules) for structural descrip-
tion of PT’s stages say nothing about optional ma-
terial intervening between or co-occurring with the
specified elements. For instance, in clauses with a
preverbal subject and a postverbal object, adverbs
may occur between verb and object as in (1).

(1) FEr af gestern Tofu.
He ate yesterday tofu.

‘He ate tofu yesterday.’

Lack of linguistic precision

Interpreting the Svo formula strictly, (1) would not
match. But strict application is likely not intended.
A more critical case concerns the understanding
of the named elements in the formulae. Consider
the Sep stage where the finite verb in second posi-
tion is separated from a non-finite verb or cluster
of non-finite verbs at the end of the clause. In
some prior research, certain types of intervening
element such as simple negators like the adverb
nicht ['not’] were not always accepted as evidence
of separation (Jansen, 2008). Another similar is-
sue concerns the precise understanding of what
O(BJ) means. While intuitively O covers objects,
it is not clear which ones. German has three kinds
of nominal objects: in addition to the prototypical
accusative objects, there are dative and genitive
objects. Further, the inventory of object types in
LFG, PT's grammar formalism of reference, has
changed over time and thus references to O(B.J)
in different PT papers may assume different types
of objects. Additional cases, where the applicabil-
ity of PT’s formulae is unclear, are discussed in
Appendix A2
Conclusion In cases where abstract stage defi-
nitions were not precise, our own specification is

3For the submission phase, we leave in the references
to any appendices we might add to a final version.

based on surveying the prior literature to determine
the most widely shared understanding.

3.2.

Apv is presented as a structure used by learners
that is not available in the L1. However, Muller
(2003) has shown that L1 German does feature
quite a few cases of so-called doubly filled pre-
fields, that is cases, where two constituents pre-
cede the finite verb in second position. Many of
them, including example (2), match the Apv-rule
and thus look like IL productions of L2 speakers.

Incomplete empirical coverage

(2) [Vermutlich] [ein Defekt an der
Presumably a leak  on the
Gashauptleitung] hat ... eine
gas main line has ... a
Gasexplosion ... verursacht .
gas explosion ... caused

'Presumably a defect in the gas main line
caused a gas explosion .. . (=Muller 5b)

Other issues of coverage concern structures that
are either rare in the written language or tied to
specific genres/text types or modalities. For in-
stance, the forms weil and obwohl, which in written
L1-German are canonically used as subordinating
conjunctions governing V-END, are often used in
the spoken variety in ways similar to coordinating
conjunctions in Svo clauses. Given PT’s emphasis
on the spoken form of the target language, such
uses should ideally not be treated automatically as
deviant L2 forms failing to exhibit V-Enb.

(3) Diese Reaktion finde ich gut , weil
This reaction find I good , because
das ist leider Realitét.
that is unfortunately reality.

‘| think this reaction is good, because unfor-
tunately that is reality.

More importantly, certain German clause types
are out of scope altogether. Yes/No questions and
imperatives (as typically verb-initial sentences) are
outside of the purview of PT as are all non-finite
clauses, even though both are subject to clear verb
placement restrictions. Non-finite clauses, for in-
stance, exhibit V-Enp (WélIstein, 2010).
Conclusion In our specification, we point out cases
where structures may be target-like or not depend-
ing on specific factors such as genre or modality
so that either a manual or automatic post-analysis
can be employed to resolve them. We also account
for many additional verb placement constellations
beyond the ones PT takes into view.

As we saw in the preceding discussion, the ex-
isting definitions of PT developmental stages are
not precise enough to be technically implemented
and they leave out of consideration many sentence
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types that are found in L1 and also with advanced
learners. To mitigate that fact, we will release a
comprehensive collection of test sentences that
tries to cover as many syntactic variants as possi-
ble. We refer the reader to appendix B.

3.3. Analyzing learner language

Interlanguage poses conceptual problems because
it contains structures that are ungrammatical in
L1 and whose analysis is ambiguous (Gass and
Selinker, 2008; Ragheb and Dickinson, 2012). Con-
sider (4), where we have two verbal forms bleiben
‘remain’ and stehen ‘stehen’, which in the context
of the HaMaTac maptask corpus we interpret as
parts of a complex verb stehenbleiben ‘stop’.

(4) Wo bleiben ich stehen
where remain I stand

‘Where do | stop 7 (HaMaTaC 008)

The issue is with the form bleiben: it can express
(among others) the 1st or 3rd person plural present
tense or the infinitive but not the 1st person singular
present tense, which we expect. The specific error
assumed here — use of plural instead of singular (i.e.
incorrect number agreement) versus use of a non-
finite form — has a big impact: in the former case,
we have a finite clause and proceed with our verb
placement analysis, whereas in the latter, we lack a
finite clause and do not perform a verb placement
analysis. Given the limited size of most learner
texts, by excluding even just one instance we may
lose key evidence that a learner has acquired a
verb placement type. But especially for shorter L2
texts from cross-sectional studies we lack enough
data to assess the state of a learner’s grammar so
any choice between error types would be entirely
arbitrary. Prior research gives no indication how
these cases were handled.

Conclusion The easiest approach would be to
maximize compatibility with L1.# For (4), we would
choose the number agreement error as the one that
lets us proceed with the verb placement analysis.
An alternative with the same result is what statistical
parsers such as spaCy (Honnibal et al., 2020) do:
in (4) they simply assign first person singular mor-
phology to bleiben because that is most coherent
with the available subject pronoun. We might inter-
pret this as saying that, for the learner, bleiben is a
first person form. But this is clearly a speculation
about the learner’s personal grammar that cannot
be substantiated. A very strict alternative approach
would be to exclude all verbal instances that are
potentially non-finite. The strict approach likely re-
moves a lot of learner data from verb placement
analysis.

“This is similar to Dickinson and Ragheb (2013)’s idea
of giving learners the benefit of the doubt.

The discussion above related to errors that are
ungrammatical regardless of context. We refer the
reader to Appendix C for discussion of context-
bound ambiguities in learner language.

3.4. Chunks and borrowing of structures

Another challenge for the study of learner output
consists in the use of multi-word chunks or formu-
laic sequences and the re-use of material given
in task prompts. Some prior PT studies mention
the exclusion of such material from the analysis of
verb placement (e.g. Wisniewski (2020)) but do not
detail the criteria for identifying it in the data.
Regarding formulaic sequences, one can use
available inventories of chunks (or procedures for
the data-driven discovery of chunks), multi-word
expressions, and similar notions. However, in the
end one cannot know what utterances a learner
does produce compositionally and thus one has
to simply assume that a formulaic L1 sequence
also represents a chunk for an L2 learner. Similarly,
while we can try to trace to what extent the lexical
material and syntax in learner productions overlaps
with that in the task prompt, it is not clear how such
"borrowing" could be delineated from use of lexical
material that is unavoidable given the topic, or from
lexical and structural priming effects that native
speakers and writers are also subject to.
Conclusion The handling of chunks and overlaps
with task prompts is in need of further research.

3.5. Emergence criterion

For individual learners, PT employs a so-called
emergence criterion: a stage counts as acquired if
some N instances are produced in contexts where
the relevant verb constellation is expected by L1
standards. To exclude formulaic language and rep-
etition from counting towards emergence, often a
lexical diversity criterion for verbs is employed. For
instance, if INv placement is observed with only
one verb that is less clear evidence that INv has
been acquired than if instances were found for M
verbs, where M usually is >3. The exact values
of N and M vary somewhat in the PT literature.
Note that high overall accuracy is not required for
emergence (cf. Wisniewski (2020)).

Conclusion We recommend multiple analyses with
different settings to see if results are stable.

4. Challenge II: Implementation

Having formally specified PT developmental stages
and created a development and test sentence suite,
we turn to issues of computational implementation.
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4.1. Robust Preprocessing

Because the training data of our parsers comes
from written L1 data, we have an imperfect fit to the
L2 data that we want to analyze, which moreover
contains spoken data as well. We lack high quality
sentence-segmentation for spoken language and
lower-level learners do not necessarily observe the
punctuation conventions of German in their writ-
ing. Written learner data contains casing and other
orthographic errors. Raw spoken language tran-
scripts usually lack any casing and may employ
some non-standard orthography to capture non-
standard pronunciation, though several of our spo-
ken learner corpora come with an orthographic nor-
malization layer, including correct casing for intrin-
sically cased words (German nouns, for instance,
are capitalized). ldeally, to improve parsing, our
input would be sentence-split, true-cased and or-
thographically and lexically normalized.

Spoken language segmentation PT considers
spoken L2 data to be the most relevant for analysis.
However, a literature survey shows that no well-
documented transcription and sentence segmen-
tation standards are in common use in PT studies
on spoken language. For German, two candidates
are HIAT (Ehlich and Rehbein, 1979; Ehlich, 1993),
which uses punctuation, and GAT 2 (Selting et al.,
2009), which does not. Of the relatively few spo-
ken German L2 corpora (Hirschmann and Schmidt,
2022), none seems to have fully applied an avail-
able standard. For instance, while the HaMaTaC
corpus follows HIAT, it uses no punctuation (HZSK,
2010).

Thus, use or adaptation of segmentation ap-
proaches for L1 spoken German is unavoidable.
However, prior work in this area is limited, most
likely because much influential research on spo-
ken language tends to find the sentence to be un-
suitable as a basic unit of analysis (Deppermann
and Proske, 2015). Still, there exists some recent
work studying the manual (Westpfahl et al., 2018;
Westpfahl and Gorisch, 2018) and automatic (Re-
hbein et al., 2020) segmentation of linguistic spo-
ken language transcripts into sentence-equivalent
units for L1 German. An alternative approach might
be to first add punctuation (Tuggener and Aghae-
brahimian, 2021), perform truecasing (Lita et al.,
2003) and then perform segmentation, for instance
using NLTK (Bird, 2006).

Case study: segmenting HaMaTaC data We ex-
plore the differences between the two available ap-
proaches using the spoken data on the HaMaTaC
corpus. The punctuation-less one (punctless) uses
only the transcribed tokens (Rehbein et al., 2020),
while the other approach (punctful) performs punc-

punctless punctful
Sent. 5825 4378
spaCy syntaxdot spaCy syntaxdot
\ 2274 2295 2276 2291
Vfin 1853 1889 1850 1886

Table 2: Comparison of verb analysis on HaMaTaC
for two segmentation approaches and two different
parsers (totals across all documents)

tuation insertion® (Guhr et al., 2021) and truecas-
ing® before segmentation.
Table 2 shows that the two segmentation ap-
proaches differ significantly with respect to the num-
ber of sentences or sentence-like units: punctless
(5825) has a third more sentences (4378) than
punctful. The reason is that punctless produces
a lot more one-word sentences for items like ja ‘yes’
, genau ‘exactly’ etc. whereas punctful includes
them in larger segments. Importantly, we note
that the number of verbs identified by our parsers,
spaCy’ and syntaxdot®, is about the same across
conditions . For both punctless and punctful,
we have finite forms with about 80-82% of verbs,
suggesting that recognition of this key category
works about equally well in both settings. The syn-
taxdot parser recognizes slightly more finite verbs
than spaCy. Detailed analysis (not included above)
shows that it recognizes more imperative forms and
more finite forms of auxiliaries than spaCy does.
To get a sense of the quality of the segmenta-
tions and verb analysis on HaMaTaC, we perform a
manual analysis on the syntaxdot versions of a sub-
set of transcripts selected for their varied lengths:
with 6366 tokens, HaMaTaC documents 2, 6, 8,10,
18 and 25 make up 28% of the corpus total. In the
punctless condition, the 6 documents feature
606 tokens tagged as verbal forms. Of these, 32
tokens have an at least partially incorrect analysis.
In addition, 6 tokens tagged as non-verbs really
are verbs. Among the forms incorrectly tagged as
verbs are incomplete tokens, adverbs or interjec-
tions, notably the disfluency marker &h ‘um’. In
the other direction, isolated verbs in one-word ut-
terances are mistaken for nouns. There are also
morphological mis-analyses within the verbal cate-
gory. For instance, imperatives and infinitives are
mistaken for present tense forms and the other way
around. These confusions between finite and non-
finite forms are important as they negatively impact
the verb placement analysis which should apply to

*https://github.com/oliverguhr/
fullstop-deep-punctuation-prediction

bhttps://github.com/nreimers/truecaser

"nttps://spacy.io/

®https://github.com/tensordot/
syntaxdot
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all and only finite forms. Repeating the same anal-
ysis for the punct ful setting, we find 44 tokens
with the same kinds of errors as observed in the
no-punct setting, with slightly more morphological
mis-analyses.

Conclusion We recommend exploring both the
punctuation-less and the punctuation-insertion ap-
proaches further for spoken language segmenta-
tion.

4.2. Topological + dependency parsing

While PT is tied to LFG, for German no broad-
coverage LFG grammar is publically available.
However, we can cast the task of identifying verb
placement constellations as a combination of topo-
logical field and dependency analysis. For the
topological aspect, consider Table 3. According
to topological field theory, sentences consist of a
sequence of slots (fields) which can contain certain
elements (though not others) and which may not
always be filled. For instance, in main clauses the
finite verb (no matter if lexical, a tense auxiliary or a
modal) is said to occupy the left sentence bracket
(Linke Satzklammer (LSK)) (a-g), whereas any non-
finite verb sits in the right sentence bracket (Rechte
Satzklammer (RSK)) (d-g). In subordinate clauses,
the finite verb is in the right bracket (h), potentially
preceded there by non-finite forms (i). To differenti-
ate among the non-VEND placement constellations,
we need to consider the grammatical relations that
the elements occupying the slots bear towards the
verb. This information, which corresponds to LFG’s
f-structure, we can get from a dependency parser.®
In SVO, for instance, the subject is in the Vorfeld
( ‘pre-field’, VF) and the object is in the Mittelfeld
(‘midfield’, MF). In the case of INV, the subject is
in MF and some other element occupies the VF
slot. Note that topological field theory also applies
to sentence and clause types that PT sets aside:
(j) shows for instance, that in imperatives the verb
occupies the left bracket, whereas VF is empty.

Available tools and data To our knowledge, no
parsers trained specifically on L2 German are avail-
able. Prior work on parsing German learner data
has used parsers trained on written German (Kéhn
et al., 2016; Rehbein et al., 2012; Ott and Ziai,
2010). Manual syntactic annotations are available
for the Falko corpus (Reznicek et al., 2012), but
they are applied to the target hypotheses (cf. 4.4)
and thus cannot serve to train models for raw text.
Treebank construction for learner language accord-
ing to UD has recently seen growing interest, but
the existing efforts are focused on written English

®From a dependency parse, we could also infer con-
stituents, similar to LFG’s c-structure. However, the exact
constituents are not important for our purposes.

as the L2 (Berzak et al., 2016; Lyashevskaya and
Panteleeva, 2018; Morgado da Costa et al., 2022).
Notable exceptions are a treebank for Chinese as
the L2 (Li and Lee, 2018) and a treebank for spo-
ken L2 English (Kyle et al., 2022). For L2 German
data, however, no is treebank available.

Some efforts have been made to adapt tagsets

for German POS annotation to spoken language
(Rehbein and Schalowski, 2013; Westpfahl, 2014)
but there exists little research on annotating spo-
ken German syntax. Falenska et al. (2020) created
the GRAIN-S corpus with manual syntactic anno-
tations on six German radio interviews (626 sen-
tences, 11274 tokens) for the purposes of language
technology evaluation. The data was syntactically
annotated according to the Tiger guidelines (Brants
et al., 2004) with certain adaptions such as addi-
tional sentence node subtypes for parenthetical
sentences and additional annotation conventions
for spoken phenomena such as preposition strand-
ing. While GRAIN-S represents a step away from
written German, interviews do not well represent
spontaneous spoken conversation. Also, the un-
derlying transcripts are cleaned up for readability
and do not contain unfinished words and lexical
fillers. Other prior research on spoken language
syntax exists within the Universal dependencies
initiative. However, as Dobrovoljc (2022) points out,
the spoken UD resources are currently still very
heterogenous not only in how they apply the UD
schema to their data but also likely with respect to
transcription and segmentation. There also exist
no common guidelines specific to spoken language
syntax within UD.
Conclusion We can realistically only apply syntac-
tic parsers for written L1 to written and spoken L2
material (cf. Kéhn et al. (2016)). We suggest com-
bining analyses from two different parsers, spaCy
and syntaxdot, as shown in Fig. 2. While spaCy
uses a German-specific inventory of dependencies
from the Tiger schema (Brants et al., 2004) and is
trained mostly on mainstream newspaper text, the
syntaxdot parser uses the language-agnostic Uni-
versal dependencies scheme (Nivre et al., 2017)
and is trained on the TuBa D/Z corpus (Telljohann
et al., 2012) which notably contains data from the
taz newspaper, which features a more colloquial
and informal variety of German. Importantly, the
syntaxdot parser also provides (flattened) topologi-
cal field annotations.

4.3. Dependency on learner proficiency

For the study of developmental stages, early learn-
ers are most relevant as their grammar is less target
language-like and evolving more. However, their
productions are harder to analyze for L1-trained
tools. Besides word order, all aspects of language
from orthography, including punctuation, to mor-
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| (VVF) VF LSK MF RSK NF
a Svo Ich suche eine neue Wohnung
b Svo Aber ich suche eine neue Wohnung
c Abv | Darumich  suche eine neue Wohnung
d Sep Ich muss eine neue Wohnung suchen
e SEP Und ich habe eine neue Wohnung gefunden
foINv Darum muss ich eine neue Wohnung suchen
g Inv Und darum muss ich eine neue Wohnung suchen
h V-EnD weil  ich eine neue Wohnung suche
i V-EnD weil ich eine neue Wohnung gesucht habe
i Vi-lwp | Suche  eine neue Wohnung

Table 3: Verb placement and topological fields

Examples in part repeated from Table 1. VF =Vorfeld (prefield); LSK=Linke Satzklammar (left sentence bracket);
MF = Mittelfeld (midfield); RSK = Rechte Satzklammer (right sentence bracket); NF = Nachfeld (postfield); VVF = Vorvorfeld (pre-prefield)

)
‘

Ich zieh um , kannst du

mir  bitte helfen bei

Hm -

dem Umziehen ?

PRON VERB ADP PUNCT VERB PRON PRON ADV VERB ADP DET NOUN PUNCT

PPER VVFIN PTKVZ §,
VF LK VvC null MF

VMFIN PPER PPER ADV VVINF APPR ART
MF

nuII

i

MF
m et
i case

St
conj
punct

Figure 2: Token annotations: Forms, UD PoS, STTS PoS, Topological fields
Dependency arcs: spacy (Tiger scheme) top; syntaxdot (UD scheme) bottom

phology and syntax often diverge from L1 norms.
Errors are not only more numerous, but also more
severe. Fig. 3 illustrates this. The parser is robust
against misspellings: though umsiechen is not a
German word and siech occurs only as an adjec-
tive, both are treated as verbs, which is plausible
in the context given the casing. But the lacking
segmentation - a comma or period is missing after
the third token - in combination with other prob-
lems - for instance, Hilfe ‘help’ should be changed
to verbal helfen —leads to a poor parse where e.g.
the token umsiechen is attached as a complement
to the finite verb zieh rather than anywhere in the
second clause. The combined errors prevent the
recovery of verb placement.'®

1%|dentifying the specific contribution of an individual
problem to an erroneous parse is not possible. However,
studies for individual aspects have shown their impact on

4.4. Use of Target Hypotheses

For some written L2 corpora, the creators provide
so-called target hypotheses aligned to the learner
productions. The target hypotheses (THs) explicate
the assumed minimally different grammatical struc-
tures that the learners aimed for, and against which
traceable error annotations can be made (Ludeling,
2008; Reznicek et al., 2013). As noted in section
§4.3, the sentence in Fig. 2 represents a target hy-
pothesis for the sentence in Fig. 3. Given that THs
are grammatical (if not always perfectly idiomatic),
they are much easier to parse than the raw learner
productions, especially at the lower CEFR levels.
Given THSs, one can parse both the learner output

parsing. The notable influence of punctuation on pars-
ing, for instance, has been confirmed repeatedly across
different parsing approaches (Jones, 1994; Spitkovsky
et al., 2011; Sggaard et al., 2018).
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oc

=

[

VERB ‘ ADP H VERB H PRON ’
Ich siech um au

kannst

VERB
umsiechen.

PRON ’ ADV ’ PRON
mir bitte beider

NOUN ’ ‘
Hilfe

Figure 3: spaCy parse of a raw A1-Learner sentence from Merlin
(Lacking punctuation, orthographic and grammatical errors result in erroneous parse. Target hypothesis is given in Fig. 2)

and the TH in parallel and then project information
from the TH back onto the learner output, correct-
ing, for instance, erroneous POS or dependency
annotations (cf. Rehbein et al. (2012)).

The challenge for this approach to analyzing verb
placement lies in the inconsistent availability of THs
across datasets. THs are not the same as what e.g.
grammatical error correction or grammar checking
systems provide. The outputs of these systems are
usually more smoothed and idiomatic than what is
required for our analysis, with more edit operations
than are strictly necessary to create a minimally
different but grammatically well-formed version.
Conclusion Research is needed to create a TH-
generating system that does a more limited correc-
tion of learner productions.

4.5. Lack of grammatical information

Our parsing approach lacks information on valence
or a(rgument)-structure. This prevents us from rec-
ognizing as correct certain spoken language struc-
tures that omit an argument (cf. 5a), where the
same sequence of overt tokens would be judged
ungrammatical if produced in the written modality
(with a different interpretation) (cf. 5b).

(5) Kann ich lesen .
Can I read .

a. v |canread that. (spoken, topic-drop)
b. x| can read (stuff). (written, habitual)

To distinguish the above two cases, we would need
to postprocess the parses with a semantic role
labeler that tracks required arguments. Similarly,
while subordinate clauses in German normally re-
quire VEND, there are cases of SVO and other
structures in subordinate clauses that are accept-
able in the spoken variety (see (3) in §3). To dis-
ambiguate acceptable from incorrect Svo, Inv etc.
in subordinate clauses, we would need to postpro-
cess the output of the parser in the light of metadata
on the modality from which the clauses originate.

Conclusion While we currently cannot disam-
bigutate the above cases, we will inspect automatic
analyses to ascertain if errors on these structures
may compromise our overall analyses.

5. Summary

The notion of developmental stages focuses on
features of language that are acquired in an un-
changing order. Given that fixed stages are a con-
troversial notion, especially in view of the observed
variation in interlanguage and because of their real-
world importance in language testing, we need to
enable computationally backed large-scale studies.
Here, we laid the groundwork for investigating the
stages hypothesized by Processability Theory for
the acquisition of verb placement in German. We
addressed two challenges. First, we contributed a
detailed linguistic specification of the stages. Sec-
ond we discussed problems of computational imple-
mentation and provided recommendations for how
to deal with them based on surveying the available
data and tools for German.
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Appendix A. Additional challenges for
theoretical specification

Further cases of lacking empirical
coverage

While the INV stage is defined in relation to declar-
atives and wh-questions, the PT literature makes
no mention of other structures that may occasion-
ally feature a preposed constituent before a verb
in second position. For instance, in (6), we have a
yes/no question (asked to seek reassurance from
the interlocutor) with a fronted topic NP, while (7)
features an imperative with a fronted object NP.

(6) Das Buch kauft Hannelore heute?
The book buys Hannelore today?

"The book Hannelore buys today?’

(7) Den Namen sag mir an!
The name tell me

‘Tell me the name!’

While both Yes/No-questions and imperatives are
usually verb first, the question arises what should
in principle be done about minor cases such as
(6) and (7): is there a good reason to ignore them
when investigating developmental stages of verb
placement or is it an oversight that they have not
been discussed as cases of INV?

Similarly, clause-final placement of finite verbs
(VEND) is said to be conditioned by the value “-”
of the ROOT-feature on complementizers (COMP)
in subordinate clauses. One problem with this def-
inition of VEND is that German also allows quite
a few perfectly grammatical sentence-types that
look structurally like subordinate clauses but are
used by themselves without a governing predicate.
For instance, (8) is a free-standing degree exclama-
tive that formally has the structure of an embedded
question, while (9) is a free-standing question (rep-
resenting interior monologue) with the structure of
an embedded polar question.

(8) Was das gekostet hat!
What that cost has!

'How much that cost!’

(9) Ob er es weifs?
Whether he it knows?

If he knows it?’

On a strict interpretation of the VEND rule, sen-
tences (8) and (9) would not be matches for the
VEND rule if was and ob are treated as COMP with
the feature ROOT=+. However, that would raise the
question why there are cases where such clauses
are governed by embedding predicates. Potentially,
this could be solved by assuming polysemy of was
and ob so that there exist parallel entries with the

feature ROOT=-. However, that is an inelegant so-
lution as the issue is fully general for all German
question words and complementizers.

The VEND constellation is also a relevant refer-
ence point for presentational relative clauses typi-
cally found in spoken German narration such as 10.
In these constructions, VEND fails to appear in the
relative clause but instead SVO, INV or other order-
ings are found. PT’s discussion of verb placement
has nothing to say about these structures.

(10) Ich hatte mal einen Freund, der
I had oncea friend who
hiefl Sascha.

was-called Sascha.
‘l once had a friend who was called Sascha.’

Regionally or socially defined varieties

A special subset of issues with empirical coverage
concerns lacking awareness of non-standard vari-
eties. Different varieties of a language admit or rule
out different grammatical structures. This also ap-
plies to German verb placement. Example 11 from
Alemannic German shows a constellation where
the right sentence bracket does not contain all the
expected verbal material or does not contain it in
the right order, with an object intervening between
two non-finite verb forms.

(11) dann hat man kénnen einen traktor
then has one can a tractor
kaufen

buy

‘then one was able to buy a tractor’ (= (4),
Stoeckle (2005))

Learners acquiring German in areas where such
varieties are spoken could potentially pick up such
forms. Given that PT is focused on spoken lan-
guage, the use of such structures would then ide-
ally be treated as a case of a regional variety (which
may be inappropriate in some contexts such as the
classroom) rather than as a garden variety error.

Appendix B. Comprehensive collection
of test sentences

In order to evaluate any automatic approach for rec-
ognizing verb placement constellations, we need
a test set. We constructed such a set where the
415 finite clauses of 249 distinct sentences are an-
notated for the verb placement constellation found
in them. This material represents L1 German as
it is meant to test in principle how well verb con-
stellations can be recognized in the absence of
orthographic, grammar and other errors found in
L2 productions.
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The verb constellations we take into account in-
clude not only the five major categories of Process-
ability Theory (SVO, ADV, SEP, INV, VEND) but
also additional ones that PT does not discuss and
which may be used only by more advanced learn-
ers. For instance, we include verb-first subordinate
conditional sentences. The reason for the larger
inventory is to evaluate the full range of German
sentence types. Being able to study the full range
is useful in analyzing the language of proficient
learners (C1, C2) and also for comparing learner
language to native language text.

Note, too, that each constellation is represented
multiple times, with different verbs and/or at dif-
ferent positions within the overall sentence. For
instance, we want to make sure that VEND in sub-
ordinate clauses is recognized not only at the end of
the overall sentence but also when the subordinate
clause starts the overall sentence.

The inventory in the test set was put together
based on discussion of German sentence types
in Woéllstein (2010) as well as in various German
grammars (Helbig and Buscha, 2013; Zifonun et al.,
1997; Dudenredaktion, 2009).

Appendix C. Ambiguity of learner
language

Apart from the issue of erroneous forms which may
represent multiple distinct types of errors, we also
have the issue that a (learner) sentence may be
grammatical dependent on the context or the spe-
cific interpretation assumed. Example (12) from
(Kéhn and Menzel, 2015) illustrates this: if we take
the grammatical form as is, the sentence must refer
to the son sending his mother someplace. How-
ever, in the context of a given learner task such as
the retelling of a picture story we may know that
the opposite scenario is the one to be expressed,
in which case the produced form is an error and
the nominative case article der is incorrectly used
where the accusative form den is required. Note
that the interpretation of the case forms seen in
example (12) also impacts the verb placement con-
stellation that is being observed: we either have
SVO or we have inversion, with OVS.

(12) Dienmn/acc MUtternmn,/acc schickt dernom
the mother sends the
Sohny,om,.-

son

‘The son sends the mother’ or ‘The mother

sends the son’

A manual approach to analyzing learner lan-
guage can detect such cases but statistical parsers
maximize grammaticality and lack awareness of
context / ground truth interpretation and therefore
would choose the context-inappropriate reading

that’s solely based on the forms. We can identify
such potential errors through morphological anal-
ysis that points out the ambiguities of individual
forms and assess through manual analysis of ran-
dom samples if we have incurred errors of this kind.
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