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Abstract

Text Simplification enhances the readability of texts for specific audiences. However, automated models may introduce
unwanted content or omit essential details, necessitating a focus on maintaining faithfulness to the original input.
Furthermore, existing simplified corpora contain instances of low faithfulness. Motivated by this issue, we present
a new Japanese simplification corpus designed to prioritize faithfulness. Our collection comprises 7,075 paired
sentences simplified from newspaper articles. This process involved collaboration with language education experts
who followed guidelines balancing readability and faithfulness. Through corpus analysis, we confirmed that our dataset
preserves the content of the original text, including personal names, dates, and city names. Manual evaluation showed
that our corpus robustly maintains faithfulness to the original text, surpassing other existing corpora. Furthermore,
evaluation by non-native readers confirmed its readability to the target audience. Through the experiment of fine-tuning

and in-context learning, we demonstrated that our corpus enhances faithful sentence simplification.
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1. Introduction

Text Simplification (TS) is the modification of a text
to make it easier to read and understand while re-
taining its original meaning. The primary objective
of TS is to enhance the text’'s accessibility to a
broader audience (Belder and Moens, 2010; Rello
et al., 2013; Devaraj et al., 2021). Among this au-
dience are non-native readers (Yano et al., 1994),
and TS is anticipated to aid in conveying daily news
or vital topics such as social welfare to them. In
such crucial information dissemination, enhancing
readability while ensuring faithfulness to the original
content is essential.

TS is predominantly approached through a
sentence-level sequence-to-sequence (seg2seq)
framework, drawing parallels with Natural Lan-
guage Generation tasks such as machine trans-
lation. However, in automatic summarization, con-
sidered a type of translation task, there is a noted
phenomenon called hallucination where irrelevant
or contradictory content is generated (Maynez et al.,
2020). The field of sentence simplification has also
seen an increased emphasis on faithfulness. Cur-
rent research has found that errors frequently ap-
pear in both the corpora itself and the generated
outputs (Devaraj et al., 2022).

Therefore, we created a new simplified corpus
dedicated to applications where faithfulness is es-
sential, following the sentence-level format of many
conventional approaches. Our corpus was devel-
oped with the cooperation of experts in language
education, following guidelines that balance read-
ability and faithfulness, resulting in 7,075 sentence
pairs. Through our analysis of the corpora, we con-
firmed that our dataset preserves the fundamental
content of the original text, including names of per-
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sons, dates, or cities. Manual evaluation further
showed that our corpus maintains a high degree of
faithfulness, outperforming other existing corpora.
Moreover, the readability of the corpus for the tar-
get audience was verified through assessments by
non-native readers. We conducted the experiment
using our corpus to finetune a pretrained model
and apply the Few-shot method to a large language
model. Through this, we confirmed that our corpus
aids in automatic TS while ensuring faithfulness
to the original content. This corpus will be made
publicly available’.

2. Related Work

Faithfulness in Simplification The issue of faith-
fulness and factuality in system-generated content
has been discussed in the context of summarization
tasks (Cao et al., 2020). However, recent studies
have underscored the importance of preserving
the content expressed in the original text within
simplification tasks (Guo et al., 2018; Laban et al.,
2021). Devaraj et al. (2022) emphasized the un-
derstudied nature of factual accuracy in TS and
presented a taxonomy for errors in faithfulness,
categorizing them as insertion, deletion, or sub-
stitution. Through the examination of texts from
the English corpora like WikiLarge and Newsela
(Zhang and Lapata, 2017; Xu et al., 2015), along-
side generated samples, they observed frequent
errors in both corpora and generated outputs.

Simplification Corpora In TS, the approach of
treating simplification as a translation problem us-
ing seq2seq has gained prominence, leading to the

1https ://cl.asahi.com/api_data/
simplification
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introduction of numerous parallel corpora in various
languages (Ryan et al., 2023). Within Japanese
TS, diverse corpora are characterized by distinct
methodologies and objectives. SNOW (Maruyama
and Yamamoto, 2018; Katsuta and Yamamoto,
2018) is characterized by manual simplification,
employing only fundamental vocabulary. JADES
(Hayakawa et al., 2022) is a dataset created to eval-
uate TS in Japanese targeting non-native readers.
Furthermore, MATCHA (Miyata et al., 2024)? con-
sists of simplified inbound tourism articles created
by experts and manually performed sentence align-
ment. Particularly relevant to the purpose of our
application is the study by The Japan Broadcast-
ing Corporation (NHK) (Goto et al., 2015), which
pioneered the simplification of Japanese news con-
tent. However, the corpus created in this study is
not publicly available.

3. Corpus

3.1. Corpus Design

Data and Annotators Our corpus draws from news
articles owned by The Asahi Shimbun Company,
covering topics such as politics, economics, inci-
dents, sports, and local news. A total of 690 articles
were simplified by 30 experts in Japanese language
education. Subsequently, manual annotations of
sentence pairs were conducted, with examples that
did not conform to the rules either appropriately
excluded or edited to comply with the rules.

Simplification Level Our target audience com-
prises readers studying for the JLPT N3 level®,
where they can understand Japanese used in ev-
eryday situations and comprehend paraphrased
expressions for complex terms.

Faithfulness vs. Readability Maintaining maxi-
mum faithfulness between sentence pairs is the
same as minimizing edits to the original text, which
is a trade-off for readability. While fundamental
contents such as names, dates, and monetary
amounts should be retained, adding auxiliary in-
formation or explanations for complex terms, such
as political jargon, can enhance readability but may
reduce faithfulness. To address this, we have es-
tablished guidelines to handle such terms without
unnecessary simplification. The specific guidelines
are as follows:
1. Translate every sentence.
2. Include all information from the original article
in the translated article without any omissions
or additions.

2https://github.com/EhimeNLP /matcha
Shttps://www.jlpt.jp/about/
levelsummary.html

Sentence Pair (top: complex; bottom: simple)
FTREI00 SOFMEHED T,
FTR—FEIC00E8% S FLMS e 2 HBFICLE T,
We aim to effectively utilize 300 units annually at first.

The first goal is to successfully use 300 units a year.
COHOBBRETERZIRD T,
COHOBBORETBENT 2 kD E L,

The request was decided at the ministerial meeting on this day.

At a meeting of the ministers on this day, they decided to ask for it.
HPEIFEYIRIC L 2,

FEBIE BFEURMTEAZ T,

The birth will be by cesarean sectio.

The child is delivered by cesarean section.

Table 1: Examples of sentence pairs from our cor-
pus. The bolded parts indicate content retained be-
fore and after simplification according to our guide-
lines

3. Simplify each sentence independently without
adding auxiliary information to aid in knowl-
edge or context.

4. Use simple words as a general rule (aiming for

comprehensibility at approximately the post-

beginner to N3 level).

Convert to a mixture of kanji and kana.

Uniformly use the "desu-masu (T3 - £73)"

form for the sentence style?.

7. Use kanji regardless of the target simplification
level.

8. For parts in the original article that use quota-
tion marks [ , such as statements, use the
same [ in the translation.

9. Write the text with spaced writing®.

Table 1 shows examples of our corpus.

oo

3.2. Analysis

Table 2 presents statistical information about our
corpus and compares it with other corpora. To
gauge how well the original content was retained,
we calculated the proportion of entities appearing
in the original text that also appear in the simplified
text using the same expression (% of Entity Reten-
tion). Our corpus exhibits the highest rate at 77.7%.
When focusing on entities such as names of per-
sons (PERSON), dates (DATE), and city names
(CITY), which are less likely to be paraphrased
during editing, nearly 90% are preserved through
simplification. This preservation ability is further
reflected in the sentence-wise BLEU score calcu-
lation results. Our corpus has a higher average
score, indicating better preservation of the lexical

“This is a polite style of speaking or writing in
Japanese.

®Japanese text is typically not written with spaces
between words, but spaces are introduced here to make
word separation easier to understand.
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Ours MATCHA SNOW JADES
comp. simp. comp. simp. comp. sSimp. comp. simp.
Data Source News Articles Tourism Articles Textbook News Articles
#Sentence Pairs 7,075 16,000 84,300 3,907
#Sentences 7,280 9,627 16,143 18,605 85,076 85,051 3,940 4,741
Avg. #Words Per Sent  30.11 26.08 21.49 19.81 10.75 11.89 3193 26.12
#Unique Entities 10,049 10,008 10,257 10,354 6,113 3,675 6,659 4,661
% of Entity Retention* 77.7 70.7 63.8 54.8
-PERSON* 93.5 74.4 84.3 78.4
-DATE* 87.2 77.6 67.5 82.9
-CITY* 88.1 82.0 83.2 77.7
Avg. BLEU* 51.2 37.3 45.8 26.7
% of |dentical 0.00 0.79 255 0.00

Table 2: Statistics of our corpus compared with other corpora. Items marked with an asterisk (*) in the
table represent results calculated solely from non-identical complex and simple sentence pairs

Sentence Pair (top: complex; bottom: simple) Category Dataset 0 1 2 -1

(SNOW) Insertion Ours 96.6 33 00 0.0
BFR—=h—=22TH EF7=, SNOW 966 3.3 0.0 0.0
HE S MDA—RZERICTIT =L TH D FW, JADES 96.6 00 00 33
He is very good at poker. MATCHA 928 71 0.0 0.0
He is very good at games based on five cards. Deletion Ours 100 0.0 0.0 0.0
(JADES) SNOW 100 0.0 0.0 0.0
STE—WHIz7701 JADES 629 3.7 29.6 3.7
ZR=YOHAHSE [T 0 MATCHA 962 0.0 3.7 0.0
Rugby World Cup "Miracle!” Substitution Ours 79.1 20.8 0.0 0.0
Sports World Games "WOW!” SNOW 678 285 35 0.0
(MATCHA) JADES 74 592 296 3.7
#%  BH277OFTRDBEVTETT, MATCHA 571 357 7.1 0.0

REAZEDS EBFRETHFLNMTEATT,
Note: This is the cheapest method among the many plans available.
It's the cheapest way to get from Narita Airport to Ueno Station.

Table 3: Examples of sentence pairs from existing
corpora. The parts that compromise faithfulness
are in bold

content of the original text compared to other cor-
pora. MeCab® (ipadic) was utilized for word count
calculation, GiINZA” for named entity extraction,
and SacreBLEU (Post, 2018) for sentence-wise
BLEU score computation. Table 3 shows examples
of low-faithfulness sentence pairs from existing cor-
pora.

3.3. Evaluation

Faithfulness Evaluation by Native Readers We
conducted a manual evaluation to assess faithful-
ness in each corpus following the methodology pro-
posed in Devaraj et al. (2022). Five annotators eval-
uated 30 randomly extracted sentence pairs from
each corpus. Each annotator assessed whether
each operation (insertion, deletion, substitution) al-
tered the main idea conveyed by the original text,

Shttps://taku910.github.io/mecab/
"https://megagonlabs.github.io/ginza/

Table 4: Manual evaluation of Insertion, Deletion,
and Substitution error (%) in our corpus and other
corpora. 0: no/trivial change; 1: nontrivial but pre-
serves main idea; 2: does not preserve main idea;
-1: undiscernedable

scoring as follows: 0 for no change or trivial change,
1 for a non-trivial change preserving the main score,
2 for changes affecting the main idea, and -1 for
incomprehensible content.

Table 4 presents the results of this evaluation,
indicating our corpus had the highest percentage
of scores marked as 0 (indicating highest faithful-
ness) and the lowest percentage rated 2 (indicating
lowest faithfulness) in all operations. The manual
evaluation also confirmed the high faithfulness in
our corpus.

Readability Evaluation by Non-Native Readers
While our corpus maintains high faithfulness, but
readability for the target audience is crucial. Thus,
we conducted readability evaluation with five non-
native annotators. They assessed one hundred
randomly selected sentence pairs, providing binary
evaluations on whether the simplified sentences
were easier to understand than the complex ones,
along with rating the comprehensibility of the sim-
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plified sentences on a scale of 1 (difficult to un-
derstand) to 5 (easy to understand). Additionally,
annotators provided free-form comments for each
pair and the overall annotation.

The results in Table 5 indicate that our simplified
sentences are generally more readable for non-
native readers. Although binary evaluation results
may appear modest, comments from annotators
often indicated comprehension of the complex sen-
tences, likely influencing their evaluations. Some
annotators highlighted that specialized terms af-
fected readability. However, as mentioned in Sec-
tion 3.1, overly simplifying these terms might com-
promise faithfulness. As proposed in Tanaka et al.
(2018), providing readers with a dictionary can be
a practical solution.

% of simp. is easier
78.20

Avg. of readability
4.01

Table 5: Manual evaluation by non-native readers

4. Experiment

We conducted experiments to assess our corpus’
impact on system generation faithfulness. After
splitting our dataset into an 8:1:1 ratio for train-
ing, validation, and test data, we fine-tuned the
pretrained BART model (Lewis et al., 2020) using
training data, and also employed training data in
applying the Few-shot method to GPT-3.5. We then
evaluated the sentences generated from the test
data by comparing them with Zero-shot genera-
tion by GPT-4. We used the Japanese BART base
model® and gpt-3.5-turbo-0613 and gpt-4-
0613 provided by OpenAl®. The prompts provided
to GPT-3.5 and GPT-4 included the guidelines intro-
duced in Section 3.1. In appendix A, we present a
detailed experimental setup in the fine-tuning of the
BART model and the prompts provided for GPT-3.5
and GPT-4.

Table 6 displays the results from the automatic
evaluation, with the BART model outperforming
others in BLEU and SARI (Xu et al., 2016) scores.
Table 7 presents faithfulness evaluation results
conducted by the same five annotators as in Sec-
tion 3.3. They evaluated the output sentences
from each model for 20 randomly selected inputs
from the test data. BART and GPT-3.5, using our
dataset, exhibited fewer faithfulness errors (scored
as 2) than GPT-4 Zero-shot across all operations.
Neither BART nor GPT-3.5 had substitution errors
rated 2, indicating that such errors appear to be

8https://huggingface.co/ku-nlp/
bart-base—-japanese
Shttps://openai.com/blog/openai-api

mitigated by our data. While deletions in GPT-3.5
received scores of 0 or 1, BART and GPT-4 en-
countered errors rated 2, with frequencies of 5.2%
and 10.0%, respectively. Notably, there were no
deletion errors in our corpus (as shown in Table 4),
but we observed them when we fine-tuned BART
in this corpus. We speculate that this might be a
characteristic inherent in the BART model.

Model BLEU SARI
BART 57.20 57.90
GPT-3.5 3-shot 54.38 56.32
GPT-4 Zero-shot 29.66 40.02

Table 6: Automatic evaluation of system generation

Category Model 0 1 2 1
Insertion BART 100 0.0 0.0 0.0
GPT-3.53-shot 100 0.0 0.0 0.0
GPT-4 Zero-shot 95.0 0.0 0.0 5.0
BART 94.7 0.0 52 0.0
GPT-3.53-shot 95.0 5.0 0.0 0.0
GPT-4 Zero-shot 80.0 5.0 10.0 5.0
Substitution BART 947 52 0.0 0.0

GPT-3.53-shot 100 0.0 0.0 0.0

GPT-4 Zero-shot 36.8 47.3 10.5 5.2

Deletion

Table 7: Manual evaluation of Insertion, Deletion,
and Substitution error (%) in system generation

5. Conclusion

In this paper, we introduced a sentence-level
Japanese news simplification corpus with high faith-
fulness. By manually simplifying newspaper arti-
cles following guidelines that consider the trade-off
between readability and faithfulness, we compiled
a dataset of 7,075 pairs. Our analysis and eval-
uations demonstrated superior faithfulness in our
corpus compared with existing ones. Furthermore,
we confirmed its readability to the target audience
through evaluation by non-native readers. We also
demonstrated that our corpus aids in fine-tuning
BART and in providing Few-shot examples to GPT-
3.5, enabling both models to generate faithful sim-
ple sentences. In future work, we aim to create and
evaluate a document-level dataset.
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A. Experimental Setup

A.1. Model Training

For the training of our model, we employed the Hugging Face Transformers library, using the following
configuration parameters:

+ Optimization: Standard Adam with 5, = 0.9, 82 = 0.999, and € = 1le — 08
FP16 Training: Enabled, with optimization level O1 for mixed precision training

Batch Size: 8 per device for training, 4 per device for evaluation
Gradient Accumulation Steps: 2

+ Learning Rate: 5 x 10~°

LR Scheduler: Linear, with warmup ratio of 0.2

A.2. Prompt Input

Figure 1 illustrates the prompts input to the large language models.

You are an editor who is about to modify complex
text(s) into simple text(s).
Do not omit any content and rewrite it simpler.

Output should be in Japanese.

Note: Please adhere to the following rules.

1. Translate every sentence.

2. Include all information from the original article

9. Write the text with spaced writing

Complex: {Input Complex Sentence}

Simple:

Figure 1: Prompt input for GPT-3.5 / 4. In the three-shot approach, input three pairs as examples in the
format Complex: Simple:.
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