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Abstract

Large Language Models (LLMs) operating in 0-shot or few-shot settings achieve competitive results in Text
Classification tasks. In-Context Learning (ICL) typically achieves better accuracy than the 0-shot setting, but it pays in
terms of efficiency, due to the longer input prompt. In this paper, we propose a strategy to make LLMs as efficient as
0-shot text classifiers, while getting comparable or better accuracy than ICL. Our solution targets the low resource
setting, i.e., when only 4 examples per class are available. Using a single LLM and few-shot real data we perform a
sequence of generation, filtering and Parameter-Efficient Fine-Tuning steps to create a robust and efficient classifier.
Experimental results show that our approach leads to competitive results on multiple text classification datasets.
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1. Introduction

Recent years have been characterized by a
paradigm shift in text classification. Large Lan-
guage Models (LLMs) offer valid alternatives to the
traditional approach of fine-tuning pre-trained mod-
els (e.g., BERT (Devlin et al., 2019), RoBERTa (Liu
et al., 2019)) on annotated datasets. In-Context
Learning (ICL) is a first option, where a LLM learns
how to solve a task by simply observing a few ex-
amples provided in its prompt (i.e., without any
fine-tuning stage) (Brown et al., 2020). Another
alternative is the 0-shot setting, where the LLM di-
rectly solves a task by simply following the provided
instructions (i.e., without any example). Instruction-
fine tuned models like Flan-T5 (Chung et al., 2022),
Instruct-GPT (Ouyang et al., 2022), or ChatGPT
excel in this setting. The advantage of these two
alternatives with respect to the traditional approach
is that they can be used to bootstrap a model when
data is scarce or totally absent.

The 0-shot setting is generally more appealing
since it does not require any data, however, the
few-shot ICL setting typically leads to better results
by only leveraging a small number of samples (e.g.,
less than 10 examples). Obtaining a few annotated
data might not be a significant drawback, as a prac-
titioner with moderate domain knowledge can read-
ily create a small number of examples manually.
However, a major disadvantage is the higher com-
putational cost, latency, and memory requirements
associated with the longer prompt, which needs to
contain illustrative examples. A possible solution to
leverage the few available examples without incur-
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ring the ICL inference costs would be to use them
for fine-tuning the LLM, which is possible by us-
ing some Parameter-Efficient Fine Tuning (PEFT)
techniques (Liu et al., 2022c; Lester et al., 2021;
Hu et al.,, 2021; Liu et al., 2021). Unfortunately, as
we will demonstrate in the experimental section,
PEFT is not effective with very few examples, due
to under-fitting or over-fitting phenomena.

In this paper, we propose a solution to the low-
resource PEFT for text classification with LLMs by
defining a framework that enables faster, cheaper
and more accurate inference than ICL in such a
scenario. We hypothesize that LLMs already have
some knowledge of how to solve a classification
task, but the sub-optimal usage of the available
resources (i.e., the few-shot examples) results in
low PEFT performance under the low-resource set-
ting. On the contrary, LLMs typically excel in gen-
eration tasks, hence we frame an auxiliary data
augmentation task that we use to unlock the LLM
classification capabilities. Our method consists of
three steps. First, we use the LLM to generate
synthetic examples for each class of the text clas-
sification task we target. Then, we use the same
LLM in the ICL setting to classify the examples and
clean the data by removing label-inconsistent gen-
erated examples. Finally, we fine-tune the LLM
with PEFT using the generated and cleaned data.
Our experiments show that the resulting classifier
reaches accuracy levels comparable to or better
than the ICL setting in three different text classifi-
cation tasks while being a lot more efficient (~2x
to 5x speed boost). In these generate-filter-train
stages we always use the same LLM to demon-
strate that what leads to a good accuracy is just
a better usage of the few available examples and
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Figure 1: The overview of our method. First, very
few real data points are used to generate synthetic
data using ICL. Then, the synthetic data is filtered
using ICL by LLM again. Finally, the filtered data
and the real data are combined to train the LLM
using LoRA.

not the employment of any other resource (e.g., an-
other LLM) which might bring additional knowledge
to solve the task.

The rest of the paper is organized as it follows:
in Section 2 we discuss the related works. In Sec-
tion 3 we present our method, while in Sections 4
and 5 we discuss the experimental setting and the
results, respectively. Finally, Section 6 derives the
conclusions.

2. Related Work

LLMs demonstrate impressive capabilities to solve
Natural Language Understanding tasks. For in-
stance, classification tasks can be approached in a
generative way, i.e., by asking the LLM to generate
the class name associated with an input example.
0-shot and ICL are two variants of this paradigm.
Recent models (e.g., GPT-3, (Brown et al., 2020),
Flan-T5 (Chung et al., 2022), ChatGPT (Ouyang
etal., 2022), Falcon (Penedo et al., 2023) or Vicuna
(Zheng et al., 2023)) reach impressive results in
both settings, and researchers started considering
using LLMs as annotators (Rosenbaum et al., 2022;
Zhu et al., 2023; He et al., 2023). For instance,
Rosenbaum et al. (2022) propose a method that
uses LLMs to generate and annotate data for In-
tent Classification and Slot Filling. He et al. (2023)
propose a two-step approach where they first use
ChatGPT to generate a few-shot Chain-of-Thought
prompt, which they then use to annotate unlabeled
data. Results are competitive with human annota-
tors, but their classification procedure is relatively
slow since the LLM is invoked twice with prompts
that need to contain both examples and explana-
tions. Conversely, we propose a solution whose
computational complexity at inference time corre-
sponds to the 0-shot setting case. Even if these
results are impressive, they still might not reach

the state-of-the-art performance achievable when
LLMs are fully fine-tuned on large data. Fine-tuning
LLMs is extremely expensive, but a viable solu-
tion is offered by Parameter Efficient Fine-Tuning
(PEFT) techniques (Liu et al., 2022c; Lester et al.,
2021; Hu et al., 2021; Liu et al., 2021), where a pre-
trained model is fine-tuned by only updating a small
number (e.g., 0.01%) of added or selected param-
eters. These methods report results that match the
performance of full fine-tuning when large training
datasets are available. On the contrary, there has
been relatively little focus on (parameter-efficient)
fine-tuning in low-resource settings. Our paper
targets this scenario, as we assume we can ac-
cess only a few annotated examples (e.g., four per
class) and no unlabeled data. A work operating
in a similar setting is Liu et al. (2022b), where the
authors propose a novel PEFT technique that is
demonstrated to work well in low resource settings
when the PEFT weights are pre-trained and mul-
tiple tasks are trained in parallel. We differ from
their work as we do not pre-train the PEFT weights
and we target a single task at a time, without as-
suming (possibly related) data from other tasks is
available. Relaxing this assumption is especially
useful when dealing with very peculiar tasks not
sharing similarities with other available datasets.
Hence, to the best of our knowledge, we are the
first to improve few-shot PEFT without additional
resources (external datasets or models).

3. Methodology

We explore a low-resource setting where we have
few training examples per class and no unlabeled
data. ICL methods could achieve reasonable per-
formance with few-shot samples but inference cost
is high due to long prompts. PEFT methods like
LoRA are known to be more efficient than ICL at
inference. However, we find that LoRA performs
worse than ICL in data-scarce settings (see Tab.
1). In this paper, we aim to explore the potential of
combining the strengths of PEFT and ICL methods
for achieving efficient and effective text classifica-
tion. Hence we propose to augment the training
data with synthetic data to better align the gener-
ation and classification capability of LLMs and to
ensure that PEFT is performed on a decent amount
of data. Our method has 3 steps: generate data,
filter data, and train. An overview of our method is
shown in Figure 1.

Generation step: Chavan et al. (2023) show that in
a few-shot setting, the performance of PEFT signif-
icantly improves as the number of training samples
per class increases. We also observe similar re-
sults in our initial experiments (presented in section
5. Further, since ICL performs well, we hypothe-
size that the model has the inherent knowledge to
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Model Method | #real | #syn SST2 TREC AG News
acc | inf. time | acc | inf. time | acc | inf. time
Vicuna7b 0-shot 0 0 0.55 | 0.27 0.16 | 0.28 0.36 | 0.5
Vicuna7b ICL 4 0 095 | 0.6 0.60 | 0.9 0.75 | 2.5
Vicuna7b LoRA 4 0 0.51 | 0.27 0.49 | 0.28 0.35 | 0.5
Vicuna7b LoRA 25 0 0.89 | 0.27 0.84 | 0.28 0.86 | 0.5
Vicuna7b ours 4 21 0.90 | 0.27 0.79 | 0.28 0.82 | 0.5
Vicunai3b | 0-shot 0 0 0.85 | 0.37 0.36 | 0.38 0.31 | 1.83
Vicunai3b | ICL 4 0 093 | 1.2 0.75 | 1.7 0.80 | 4.36
Vicunai3b | LoRA 4 0 0.84 | 0.37 0.62 | 0.38 0.64 | 1.83
Vicunai3b | LoRA 25 0 0.93 | 0.37 0.93 | 0.38 0.84 | 1.83
Vicunai3b | ours 4 21 0.93 | 0.37 0.81 | 0.38 0.86 | 1.83
\ Vicuna7b \ LoRA \ Full \ 0 \ 0.97 \ 0.27 \ 0.98 \ 0.28 \ 0.95 \ 0.5 \

Table 1: Accuracy results and inference times (in seconds) on three classification tasks. In bold the
best performing method for the model in a data-scarce setting. "Full" data refers to the use of the entire
available training data. #real and #syn refer to the number of real and synthetic examples per class used

for training.

( A

Few examples of movie reviews having
positive sentiment are given. Generate
more positive reviews

Text: [Positive review 1]

Label: Positive

Text: [Positive review 4]
Label: Positive
Text:

= J

Figure 2: An example of a prompt used for generat-
ing positive reviews for SST2 data. Four examples
of the positive class are provided in the prompt.

( A

Classify the sentiment of the given
movie review into Positive or Negative
Text: [review 1]
Label: [Label 1]

Text: [review 8]

Label: [Label 8]

Text: [generated review]
Label:

(. J

Figure 3: An example of a prompt used for classify-
ing the sentiment of a movie review. Four examples
per class are given in the prompt in a random order.

solve the classification task and that the low PEFT
results are due to sub-optimal usage of the avail-
able resources (the few shot examples). To fill this
gap, we first use the LLM £ in the ICL setting to
generate synthetic data which we can use to aug-
ment the few shot examples at our disposal. We
generate examples for each class in the targeted

classification task. An example of the prompt we
used in this step is shown in Figure 2.

Filtering step: We first apply a basic filtering step
to discard duplicates and malformed generations
(i.e., too short or too long texts). On manual in-
spection of the generated data, we found some
label-inconsistent generations (i.e., data that are
not valid examples of the class they should repre-
sent). We hypothesize this is due to hallucination.
To identify and remove these cases, we classify
the generated data using ICL with £. The prompt
used for this stage is similar to the one shown in
Figure 3. If the predicted label does not match
the intended label from the generation step, we
discard the generated example. We repeat these
generation-filtering steps until we produce N new
data samples for each class in the targeted classi-
fication task.

Training step: Finally, we use the filtered data
along with the few (4 per class) real examples for
the PEFT of the LLM £ with LoRA. Note that £
is used for all 3 steps, as we want to validate our
hypothesis that £ does not need additional knowl-
edge to work in the PEFT setting, but only a more
stable training process which can be guaranteed
by the self-generated synthetic examples.
Inference Conversely to the ICL setting, the LLM
does not use any example at inference time. Note
that the three steps (generate, filter, train) are used
only at training time, i.e., there is no impact on the
inference latency.

4. Experiments
We use the Vicuna LLM (Zheng et al., 2023), which

is based on LLaMA (Touvron et al., 2023). We se-
lected Vicuna as it is the best-performing model
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Figure 4: Word clouds of the real and synthetic data belonging to the positive class in SST2.

among those whose weights were publicly avail-
able at the time of our experiments, according to
the Chatbot Arena Leaderboard!. We experiment
with 2 model sizes - Vicuna-7b and Vicuna-13b
which have 7 billion and 13 billion parameters, re-
spectively. We show results on the official test sets
of 3 datasets - SST2 (sentiment analysis, 2 classes)
(Pang and Lee, 2005), AG News (news topic classi-
fication, 4 classes) (Zhang et al., 2016), and TREC
(question classification, 6 classes) (Li and Roth,
2002). To generate synthetic data, we use random
sample decoding with temperature = 1.0, top_k =
50 and num_beams = 1 or 2.

For a fair comparison across models and meth-
ods, throughout our experiments, we do not tune
the LoRA hyper-parameters (we set rank=8, al-
pha=32, and dropout=0.1). Similarly, we make min-
imal changes to the prompt for all ICL experiments
and do not perform any prompt engineering.

The code is implemented using hugging face and
PEFT library (Mangrulkar et al., 2022) with torch
backend. All models are trained on 4 v100 GPUs
of 16GB each. All LoRA models are trained for
100 epochs. The language modeling loss (next
token prediction) is optimized using the Adam op-
timizer. Batch size is set to 2 for Vicuna-13b and
8 for Vicuna-7b. We run each experiment multiple
times with different seeds and different few-shot
examples. We observe negligible deviation across
runs and report the average accuracy. We also
report the results of several baselines, including
0-shot, ICL, and vanilla LoRA trained with different
numbers of real examples. We also report LoRA
trained with the full training set. This could be con-
sidered a potential upper-bound reachable in high
resource settings and gives results comparable to
the respective SoTA methods on the 3 datasets
(Raffel et al., 2023; Cer et al., 2018; Yang et al.,
2019).

"https://lmsys.org/blog/
2023-05-25-1eaderboard/

5. Results and Analysis

Table 1 reports the accuracy results and inference
times on three tasks. As expected, the few-shot ICL
is more accurate than the 0-shot method but signif-
icantly slower. Across model sizes and datasets,
vanilla LoRA performs a lot worse than ICL in a
few shot setting (4 real data points per class). Fur-
thermore, it is even worse than or comparable to
the 0-shot method in some cases. Conversely, our
generate-filter-train approach is comparable to ICL
on the SST2 data and considerably outperforms the
ICL baseline on the other datasets. For example,
when using Vicuna-7b model on the TREC data,
our method gives 0.84 accuracy whereas ICL gives
only 0.6 accuracy. Our method is also comparable
to or slightly worse than training LoRA with 25 real
samples per class. Note that the inference time
of LoRA is lower and independent of training data
size, whereas the inference time of few-shot ICL is
higher and increases with an increase in training
data (Liu et al., 2022a). As expected, the overall
performance is generally better with Vicuna-13b
than with Vicuna-7b.

Ablation studies: We train LoRA on the unfiltered
synthetic data (by skipping the filtering step) and
find that it achieved an accuracy of 0.68 on the
TREC dataset. Using the filtered data the accuracy
is 0.79, which shows the usefulness of the filtering
step. We manually checked 125 unfiltered synthetic
TREC samples and we found that 33 were incor-
rect (cases of hallucination). For example "Who
is called the Father of Geometry” was incorrectly
generated for the 1location class. However, only
5 samples were incorrect out of 125 examples af-
ter filtering. For the SST2 dataset, no sample was
identified as incorrectly labeled, hence the filtering
step did not affect the performance.

Effect of Data Size: We experiment with various
data sizes. The results of Vicuna-7b on SST2 and
TREC are shown in Figure 5 and 6, respectively.
Increasing the size of real data is always beneficial;
on the opposite, adding more synthetic data does
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Data size vs Performance of Vicuna-7b on S§T2
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Figure 5: Data size vs performance of Vicuna-7b
on SST2.

Data size vs Performance of Vicuna-7b on Trec
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Figure 6: Data size vs performance of Vicuna-7b on
TREC. Please note that in the real dataset, some
classes have a limited number of instances (pos-
sibly lower than the values reported on x-axis). In
such case, all instances of these classes are used.

always not provide a clear benefit. The main reason
is the lack of diversity in the synthetic data.

Data diversity: Figure 7 shows the number of
unique tri-grams vs. data size for real and syn-
thetic SST2 data. We can see that for smaller data
sizes, the diversity of the real data is comparable
to that of synthetic data. However, as the data
size increases, the real data diversity increases
faster. This shows the difficulty of generating a
large amount of diverse synthetic data with only 4
seed examples.

Qualitative Data Analysis: Figure 4 shows the
word clouds of the real and synthetic examples be-
longing to the positive class of SST2 data. SST2 is
a dataset of sentiment analysis of movie reviews.
Hence, we can see that words like film, movie ap-
pear in both word clouds. Words that show positive
sentiment like entertaining, beautiful, funny also ap-
pear in both the word clouds. Further, we see other
positive words like stunning, delightful only in the
synthetic data word cloud whereas subtle positive
words like compelling, solid are seen only in the
real data word cloud. From this, we can conclude

— Real
100000 - —— Synthetic

80000 -

60000 -

40000 -

unique trigrams

20000 4

0

0 2000 4000 6000 8000 10000
data size

Figure 7: Data size vs unique trigrams in SST2.

that the synthetic data has a slightly different distri-
bution and can capture the meaning of the positive
class.

6. Conclusion and Future work

In this paper, we introduced a framework to make
LLMs more efficient and effective text classifiers
in very low-resource settings. The procedure we
proposed consists of three steps. In the first step,
the LLM is used to augment a very small training
set with synthetic data; then, we adopt the LLM
to classify the generated data and remove label-
inconsistent examples; finally, we use the result-
ing data to fine-tune the LLM using LoRA. By run-
ning experiments on three different classification
datasets we demonstrated how training LoRA us-
ing the self-generated synthetic data allowed our
model to be comparable to or surpass several base-
lines operating in low resource settings, including
0-shot, ICL, and vanilla LoRA. In future work, we
plan to improve the quality of the generated exam-
ples by promoting data diversity. Some strategies to
improve data diversity include increasing attribute
diversity (Yu et al., 2023), logit suppression (Chung
et al., 2023) etc.

7. Limitations

Our method might not work on tasks that are par-
ticularly challenging and hard to catch with only a
few examples. In this case, ICL is expected to falil,
and similarly, our first two steps are expected to
produce low-quality examples making the entire
procedure ineffective. Another limitation is that our
approach is fully based on LLMs and cannot be
applied to low-resource languages where there is
no existing LLM working well.
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8. Ethics

Generating data using LLMs for text classification
exposes the resulting classifier to the biases ac-
quired during the LLM pre-training. In our frame-
work, this phenomenon is potentially even ampli-
fied, as using the same LLM to generate and filter
the data might reinforce such biases. Unfortunately,
there is no one-size-fits-all solution for this prob-
lem. The biases are dependent on the application
domain and on the data distribution to be gener-
ated. However, we encourage the readers to be
very cautious about using this framework and to
take the appropriate actions - for example, com-
piling a list of the potential biases specific for the
target application domain and checking for those in
the generated data - to mitigate the potential biases
that may get reinforced when using a methodology
similar to the one here presented.
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