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Abstract
Definition modelling (DM) is the task of automatically generating a dictionary definition for a specific word. Computa-
tional systems that are capable of DM can have numerous applications benefiting a wide range of audiences. As DM
is considered a supervised natural language generation problem, these systems require large annotated datasets to
train the machine learning (ML) models. Several DM datasets have been released for English and other high-resource
languages. While Portuguese is considered a mid/high-resource language in most natural language processing tasks
and is spoken by more than 200 million native speakers, there is no DM dataset available for Portuguese. In this
research, we fill this gap by introducing DORE; the first dataset for Definition MOdelling for PoRtuguEse containing
more than 100,000 definitions. We also evaluate several deep learning based DM models on DORE and report
the results. The dataset and the findings of this paper will facilitate research and study of Portuguese in wider contexts.

Keywords: Portuguese dataset, automatic generation of definitions, definition modelling, transfer learning,
pretrained models.

1. Introduction

Definitions play a key role in the globalised world;
they are useful for a wide range of audiences,
from professionals to students (Dziemianko, 2020).
They are also the building blocks of effective com-
munication and understanding within the Informa-
tion Society; it is imperative to have domain ex-
perts to ensure their accuracy, clarity, and coher-
ence, which can be expensive (San Martín, 2021).
Yet, crafting high-quality definitions demands time
and effort due to their intricate and complex nature
(Domínguez Vázquez and Gouws, 2023). Given
the array of challenges involved, the manual cre-
ation of definitions proves to be a difficult, expen-
sive, and arduous task (San Martín, 2021).

Introduced by Noraset et al. (2017) as a super-
vised machine learning (ML) task (Ni and Wang,
2017), definition modelling (DM) addresses these
challenges by designing systems capable of auto-
matically generating definitions for a specific word.
Beyond its immediate application of generating def-
initions for dictionaries, DM can be useful for com-
pleting the WordNet, providing resources for lan-
guage learners, language preservation and lan-
guage description. Furthermore, it has been used
as a window in explainable AI to shed the light on
the quality of embeddings (Mickus et al., 2022),
besides to provide results for studying LLM halluci-
nations and overgeneration mistakes 1. It has also

1As proposed by Zosa et al. in https://helsinki-
nlp.github.io/shroom/

been suggested as a way to detach word-sense
disambiguation from word inventories (Bevilacqua
et al., 2020).

Most studies consider DM as a natural language
generation (NLG) task, such as machine translation
(Dabre et al., 2020), in which models are trained on
annotated datasets consisting of words and their
corresponding explanations (Mickus et al., 2019;
Gadetsky et al., 2018). Furthermore, as DM was
born in the deep learning (DL) era, many DM ap-
proaches followed DL models, such as sequence-
to-sequence architectures that require a myriad of
annotated instances to train their weights properly.
Hence, DM algorithms depend on the availability
of large annotated datasets.

Considering the importance of annotated data,
numerous datasets have been established for the
English (Gadetsky et al., 2018; Mickus et al., 2019;
Li et al., 2020). Recently, DM datasets have
also been released for other languages, including
Chinese (Chang and Chen, 2019), French, Ger-
man, Greek, Italian (Kabiri and Cook, 2020) and
Spanish (Mickus et al., 2022). The recent shared
task, Semeval-2022 Task 1: CODWOE – Compar-
ing Dictionaries and Word Embeddings (Mickus
et al., 2022), has also contributed to the creation
of other datasets. However, to the best of our
knowledge, no DM dataset currently exists for Por-
tuguese. In this research, we fill this gap by releas-
ing DORE; the first dataset for Definition MOdelling
in PoRtuguEse.

Portuguese is largely spoken officially on five
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continents, in seven countries, including Brazil and
Portugal, and as a second language by more than
25 million people worldwide. Therefore, research
in DM for Portuguese will be highly beneficial for
millions of people, for which we lay the foundation
through this paper by creating the first-ever Por-
tuguese DM dataset, DORE. We also experiment
with several DM methods on DORE. First, DM is
performed as a sequence-to-sequence task using
recent neural architectures. Then, we evaluate sev-
eral popular large language models (LLMs), such
as LLAMA2 and Falcon on Portuguese DM, using
prompting. As they follow a zero-shot approach
and do not need a training set, our findings can
benefit a multitude of low-resource languages in
definition modelling. As far as we know, this is the
first time that LLMs are evaluated on low-resource
DM.

Our main contributions can be summarised as
follows:

(1) We introduce DORE, the first dataset for Por-
tuguese definition modelling, which comprises
103,019 definitions, and we describe the steps
taken to compile it.

(2) We evaluate several neural DM methods on
DORE and report the results.

(3) For the first time, we evaluate several popular
LLMs on DM. We use prompting to generate
definitions and compare the results.

(4) We released DORE2, as an open-access
dataset alongside the trained machine-
learning models.

2. Related Work

Datasets Definition Modelling (DM) has gained
prominence as a deep learning problem, primarily
due to its challenging nature. As mentioned before,
most DM approaches have relied on supervised
ML algorithms in which models are trained on anno-
tated datasets. As a result, the NLP community has
a growing interest in creating and collating datasets
for DM. Noraset et al. (2017) made available the
first English dataset for the DM task, composed
of definitions extracted from the Oxford Dictionary.
Several English datasets were released in the fol-
lowing years. Gadetsky et al. (2018) and Zhang
et al. (2020) improved the dataset by Noraset et al.
(2017) by adding more instances. Ishiwatari et al.
(2019) released a DM dataset based on Wikipedia
and Wikidata,
DM datasets have been proposed to other lan-
guages as well. Kabiri and Cook (2020) released

2https://huggingface.co/datasets/
multidefmod/dore

the first multilingual DM dataset, including Dutch,
English, French, German, Greek, Italian, Japanese,
Russian and Spanish. They utilised Wiktionary,
OmegaWiki, and WordNet to extract the definitions.
Furthermore, Yang et al. (2020) created the CDM
dataset for the Chinese definition modelling task,
where the definitions were extracted from the Chi-
nese Concept Dictionary. As mentioned before,
Semeval-2022 Task 1 (Mickus et al., 2022) also
contributed to creating several DM datasets in sev-
eral languages, including English, Spanish, French,
Italian and Russian. Huang et al. (2022) further ad-
vances DM with a dataset for Japanese. However,
as far as we know, there is no DM dataset available
for Portuguese.

Methods In DM’s introductory paper, Noraset
et al. (2017) presented an RNN-based model with
an update function inspired by GRU gates to tackle
word-to-sequence DM. The absence of relevant
local contexts, however, hindered the production
of definitions for polysemous words. To tackle this
problem, Gadetsky et al. (2018) put forth two mod-
els that include contextual information for the first
time. Later, Ishiwatari et al. (2019) use local context
(co-text) and global context (external information)
to generate unknown definitions. They employ an
LSTM-based encoder-decoder model and confirm
that the generation task becomes harder when the
words become more ambiguous and polysemous.
Contrastively, Mickus et al. (2019) recast DM as a
sequence-to-sequence task rather than a word-to-
sequence task; that is, context should be given as
an input instead of the lemma.

Lately, transformer models revolutionised the
NLP tasks (Devlin et al., 2019), and also DM.
Bevilacqua et al. (2020) leverage BART (Lewis
et al., 2020) for tackling DM with Word-Sense Dis-
ambiguation and Word-in-Context tasks. Similarly,
Huang et al. (2021) use a T5 (Raffel et al., 2020)
model to improve DM results significantly in several
benchmarks. Finally, Zhang et al. (2023) explore
generating bilingual definitions in English-Chinese
by fine-tuning a pretrained multilingual machine
translation model coupled with the exploitation of
prompt combination and contrastive prompt learn-
ing. The model generates readable definitions but
still produces hallucinations.

CODWOE Shared Task (Mickus et al., 2022)
CODWOE focuses on generating glosses from vec-
tors (DM track) and reconstructing embeddings
from glosses (Reverse Dictionary track). They pro-
vided a second multilingual DM dataset, including
English, French, Spanish, Italian, German, and
Russian. Participants were encouraged to explore
the potential benefits of multilingual and cross-
lingual learning.

https://huggingface.co/datasets/multidefmod/dore
https://huggingface.co/datasets/multidefmod/dore
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Dictionary N. of Senses Scraping Context Research use
Dicionário Michaelis 350,000 No Partially No
Dicionário Houaiss 376,500 No Partially No
Dicionário Aulete 818,000 No Partially No
Dicionário Priberam 100,000 No Unordered examples Yes
Oxford Português 146,000 Unknown Partially Yes
Dicio 400,000 Yes (Request) Unordered examples Yes
Portuguese Wiktionary > 270,501 Yes For some entries Yes

Table 1: Summary of potential data sources and their features

3. Dataset Construction

3.1. Data Collection

To collect data, we began by conducting extensive
research into potential data sources, carefully eval-
uating their copyright status and quality. While DM
typically relies on dictionary data, practical chal-
lenges in accessing these resources, as detailed in
the following subsection, often make it necessary
to leverage existing other resources. Subsequently,
we extracted data from sources that aligned with
our criteria.

3.2. DORE dataset

Definition Modelling relies on two primary re-
sources: definitions and contexts, both typically
found in dictionaries. Fortunately, recent techno-
logical advancements have made electronic dic-
tionaries readily available, obviating the necessity
for digitising printed materials. For the Portuguese
language, surprisingly, e-dictionaries present un-
ordered examples, which makes it challenging for
readers (and machines) to connect them to corre-
sponding senses.

Concerning the Portuguese, there are at least
seven free monolingual e-dictionaries available for
online consultation. They are: Michaelis, Houaiss,
Aulete, Priberam, Portuguese Oxford (entries em-
bedded into the Google search engine), Dicio and
Portuguese Wiktionary. We survey these resources
primarily because they are freely accessible and
open to the public.

Table 1 summarises potential data sources and
key features for this research, such as the number
of senses, permission to scrape, research use per-
mission, and the availability of the contexts. How-
ever, due to permission restrictions, we were only
able to retrieve data from Dicio and Portuguese
Wiktionary.

Dicio is a free e-dictionary that contains more
than 400,000 senses. Entries include grammati-
cal information (part of speech, plural form, etc.),
definitions, and examples (occasionally). Dicio at-
tempts to represent the contemporary Portuguese
language and is conducive for research purposes.

Wiktionary is an online, crowdsourced dictionary
aiming at becoming the universal polyglot dictionary.
It covers more than 900 languages and features
definitions, examples of use (occasionally), gram-
matical information (i.e., gender), and domain of
use. For Portuguese, it contains more than 100,000
entries covering multiple varieties of the language.

To obtain data from the dictionaries, we em-
ployed a Python script to perform web scraping
on each website. One notable challenge we en-
countered was the absence of comprehensive entry
lists on these dictionary websites. Consequently,
we resorted to employing word lists to generate
the necessary URLs for data retrieval. The word
lists used for creating the URLs in this dataset
were sourced from Wiktionary dumps provided by
Kaikki’s Project3 and word lists made available by
Dicio.

In Table 3, we compare DORE with the other
language resources available for definition mod-
elling task in other languages. For the English
dataset, we combined the data from the Oxford
Dictionary (Gadetsky et al., 2018), the GCIDE and
Wordnet dataset (Noraset et al., 2017), the Wik-
tionary, Omega and Wordnet collected by Kabiri
and Cook (2020), and the CODWOE shared task
(Mickus et al., 2022). For the other languages, we
combined data proposed by Kabiri and Cook (2020)
and the CODWOE shared task (Mickus et al., 2022).
Although the results show that English boasts abun-
dant resources for the DM task, featuring a vast
number of instances, it is important to note that
DORE has a compatible number of instances with
other languages. Finallt, Table 2 shows examples
of definitions from the DORE dataset with our re-
spective translations.

4. Methods

In order to test the suitability of DORE for definition
modelling, we exploit several deep learning models
which are state-of-the-art in DM (Section 2).

We first divided DORE into a training and test
set following a 0.8 split of the complete dataset.

3https://kaikki.org

https://michaelis.uol.com.br/moderno-portugues/busca/portugues-brasileiro/vari%C3%A2ncia/
https://houaiss.uol.com.br/corporativo/apps/uol_www/v6-0/html/index.php#0
https://aulete.com.br/
https://dicionario.priberam.org/
https://support.google.com/websearch/answer/10106608?hl=pt-BR#zippy=
https://www.dicio.com.br/
https://pt.wiktionary.org/wiki/Wikcion%C3%A1rio:P%C3%A1gina_principal
https://kaikki.org
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Lemma Definition
Abacaxi
(Pineapple)

Planta originária do Brasil cultivada em muitas regiões quentes por causa de suas
frutas de polpa açucarada e saborosa.
(A plant native to Brazil, cultivated in many warm regions due to its sweet and tasty
pulp.)

Abacaxi
(Pineapple)

[gíria] pessoa ou coisa maçante, complicada ou desagradável.
([slang] a boring, unpleasant person or situation.)

Florescência
(Flowering)

[Botânica] Situação em que uma flor está no processo de maturação; antese.
([Botany] Situation in which a flower is in the process of ripening; anthesis.)

Florescência
(Taurean)

[Figurado] Forte, como um touro.
([Figurative] Strong, similar to a bull.)

Taurino
(Flowering)

Ação ou efeito de florescer; florescimento.
(The act or effect of blooming; blossoming.)

Desopilar
(Distract)

[Figurado] Afastar da mente as preocupações ou os problemas; alegrar-se, divertir-se.
([Figurative] Keep worries or problems out of the mind; rejoice, have fun.)

Table 2: Instances of DORE dataset. English translations are in blue.

Lag. Lemmas Unique Senses Avg
char.

Avg
words

EN 877,001 509,994 1.72 56.04 9.46
FR 200,880 55,068 6.2 75.63 14.30
ES 75,057 33,860 2.12 80.84 14.75
IT 62,465 35,987 1.73 78.97 13.61
PT 103,019 27,978 5.43 72.38 11.38

Table 3: Dataset statistics featuring language, num-
ber of instances, number of unique instances, num-
ber of senses per lemma, average number of char-
acters per definition, and average number of words
per definition, respectively.

Following machine learning models were used. We
group models according to their architectures:
General Transformers - We created a Seq2Seq
model from general transformers by adding a trans-
former decoder, which takes the encoder’s output
and generates the target sequences. We only used
the same transformer as the encoder and decoder.
We experimented with several general-purpose
transformer models that support Portuguese, in-
cluding mBERT (Devlin et al., 2019), XLM-Roberta
(Conneau et al., 2020), and BERTimbau-large
(Souza et al., 2020).
Text Generation Transformers - We also exper-
imented with several text generation transformers
as they have provided excellent results in English
DM tasks. Specifically, we explored mBART (Lewis
et al., 2020) and several mT5 (Xue et al., 2021)
variants.

For both types of transformer models, we em-
ployed a batch size of 16, Adam optimiser with
learning rate 1e−4, and a linear learning rate warm-
up over 10% of the training data. During the training
process, the parameters of the transformer model
were updated. The models were trained only using
the training data and evaluated while training using
an evaluation set that had one-fifth of the rows in

Model BLEU TER BLEURT BERTScore
mBERT 0.18 0.78 0.52 0.61

XLM-R Large 0.22 0.75 0.54 0.62
BERTimbau Large 0.16 0.81 0.51 0.60

mBART 0.25 0.73 0.61 0.69
mT5 Base 0.24 0.75 0.60 0.68
mT5 Large 0.27 0.73 0.63 0.70

GPT 0.37 0.68 0.68 0.76
Falcon 7B 0.31 0.71 0.62 0.74

Llama 2 7B 0.32 0.70 0.64 0.72

Table 4: The result of different ML models in DORE
test set by the different ML architectures

training data. We performed early stopping if the
evaluation loss did not improve over three evalu-
ation steps. All the models were trained for three
epochs.

LLMs Finally, we evaluate how LLMs perform in
DORE, a recent trend as we discussed before. We
used two prompts to get a response from LLMs. For
the instances where the context was available, we
used the following prompt: "Provide the definition
of {WORD} appearing in this context {CONTEXT}
in Portuguese".

For the instances where the context was not avail-
able, we used the following prompt: "Provide the
definition of {WORD} in Portuguese."

We used several LLMs for prompting. We first
use Davinci-003 through OpenAI API (Brown et al.,
2020). Additionally, we used Falcon-7B-Instruct (Al-
mazrouei et al., 2023) and Llama-2-7B-32K-Instruct
(Touvron et al., 2023). All of these models are avail-
able in HuggingFace (Wolf et al., 2020), and we use
the LangChain implementation. As we followed a
zero-shot prompting approach, we did not use any
instances for the training set for LLMs.
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5. Results

The results of the aforementioned models are
shown in Table 4. All the models were evaluated
using the test set. We used several evaluation met-
rics to compare the models, BLEU (Papineni et al.,
2002), and TER (Snover et al., 2006). However,
both of these metrics lack semantic understanding.
Therefore, we also used two recent NLG evalua-
tion metrics, BLEURT (Sellam et al., 2020) and
BERTScore (Zhang et al., 2019).

BLEU and TER, commonly known as NLG met-
rics, report low results for all groups, which res-
onates with previous NLG and DM investigations
in that current NLG metrics are not satisfactory
(Mickus et al., 2022).

Unsurprisingly, the best performing group is the
LLMs, probably due to their incomparable param-
eter size and pre-embedded encyclopedic knowl-
edge. GPT outperforms other LLMs slightly. It
is worth noting that text generation transformers
closely trail the LLM results, with the mT5 Large
model surpassing its base variant and mBART.
These numbers are compatible with those obtained
in experiments with smaller datasets in other ro-
mance languages, such as French, Spanish and
Italian (Mickus et al., 2022). However, BERTim-
bau Large model, which is explicitly trained on Por-
tuguese text, provides the worst results from the
experimented models. Overall, the results demon-
strate that language models designed explicitly for
text generation excel in the DM task in Portuguese,
even when they are multilingual.

6. Conclusion

We introduced DORE, the first dataset for automatic
generation of definitions in Portuguese. We demon-
strate DORE’s usefulness by performing Definition
Modelling for Portuguese for the first time with sev-
eral pretrained models together with popular LLMs.
The results show that LLMs perform better in Por-
tuguese DM. We released DORE and our code
publicly with a view to fostering more research on
various tasks in Portuguese.

As future work, we intend to expand DORE with
more instances of definitions. We also plan to in-
clude in-context examples of lemmas, which can be
useful for future experiments and other NLP tasks,
such as word sense disambiguation and word in
context. Besides that, we also plan to harness other
datasets to perform cross-lingual learning.
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