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Abstract

Recent machine translation (MT) systems have overcome language barriers for a wide range of users, yet they still
carry the risk of critical meaning deviation. Critical error detection (CED) is a task that identifies an inherent risk of
catastrophic meaning distortions in the machine translation output. With the importance of reflecting cultural elements
in detecting critical errors, we introduce the culture-aware “Politeness” type in detecting English-Korean critical
translation errors. Besides, we facilitate two tasks by providing multiclass labels: critical error detection and critical
error type classification (CETC). Empirical evaluations reveal that our introduced data augmentation approach using
a newly presented perturber significantly outperforms existing baselines in both tasks. Further analysis highlights the
significance of multiclass labeling by demonstrating its superior effectiveness compared to binary labels.

Keywords: Quality estimation, Critical error detection, Neural machine translation, Large language model

1. Introduction

Recent studies have exhibited remarkable achieve-
ments in machine translation (MT), overcoming
language barriers for a broad spectrum of users.
Yet, MT output inevitably is under a risk of catas-
trophic meaning deviations (Sharou and Specia,
2022; Tang et al., 2022).

Critical error detection (CED) task aims at identi-
fying the meaning distortions that arise during the
translation process by referring to the source sen-
tence and its MT output (Specia et al., 2021; Zerva
et al., 2022; Chen et al., 2021; Rubino et al., 2021).
While the task is designed to classify binary labels,
it includes error cases on whether the example
belongs to critical errors associated with ftoxicity,
safety, named entity, sentiment, and number. Al-
though those risky cases rarely emerge, a single
fatal semantic deviation within the scope of CED er-
ror attributes may incur devastating consequences
in daily life. To prevent MT output from causing
serious ethical, social, financial, or legal issues,
the significance of the task is increasingly empha-
sized (Sharou and Specia, 2022; Eo et al., 2022;
Jiang et al., 2021a).

Despite the significance of CED, errors related to
cultural elements remain overlooked. Language in
each country is infused with its distinct culture, and
translation serves as a medium to facilitate com-
munication between speakers of these languages.
Since various countries around the world have their
distinct cultural expression or standards based on
their history and way of life, translation aligned with
the cultural property is essential. Especially, the
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Figure 1: lllustration of the KNOTICED dataset
example

honorific expressions in Korean, reflecting a cul-
ture intrinsically emphasizing courtesy and respect,
serve as one of the representative cases for this
viewpoint. Among various honorific forms in Ko-
rean, the speaker has to adopt an adequate level
considering the subject or object’s hierarchical or
social status. As this is distinguishing from English,
the translation results are often regarded as infor-
mal or disrespectful expressions.

To this end, this paper introduces KNOTICED, a
critical error detection dataset for English-Korean
MT '. Considering the Korean cultural aspect, we
additionally include a new “Politeness” error type;

'KNOTICED dataset is available at:
github.com/sugyeonge/KNOTICED.
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examples with this type address honorific issues
that may arise in English-Korean translation. Fur-
thermore, we additionally provide the fine-grained
error type labels for detailed error detection, en-
abling two types of tasks: (1) Critical error detec-
tion (CED) (binary classification) and (2) Critical
error type classification (CETC) (multiclass clas-
sification) task.

The construction process for the dataset begins
with the selection and refinement of source data.
Annotators then inject critical errors into the data in
accordance with the provided guidelines. In the pro-
cess, the definition, scope, and injection samples
for each type have been meticulously crafted and
refined based on applying a pilot annotation test.
With a particular emphasis on ensuring high quality,
we further implement quality evaluation after the er-
ror injection, wherein humans additionally annotate
the inspection result. Figure 1 shows the composi-
tion of our dataset: it comprises source sentences,
MT output, binary critical error detection labels, and
multiclass critical error type labels.

In the experiment, this study present a generative
model named perturber that produces MT outputs
containing critical errors. ChatGPT (OpenAl-Blog,
2022) is employed to assign labels to the perturbed
samples, which are subsequently used for data
augmentation. Experimental results on the KNO-
TICED dataset demonstrate the effectiveness of
the data augmentation method via perturber, out-
performing pre-trained language model (PLM) and
large language model (LLM) baseline by a consid-
erable margin in both of the tasks. We also reveal
that exploiting multiclass labels in model training
is more effective than utilizing binary labels in the
CED task, highlighting the necessity of introduced
additional critical error type labeling. Our contribu-
tions are three-fold:

 This paper presents KNOTICED, a dataset
for the critical error detection task in English-
Korean MT. Cultural aspect is considered in
the dataset, by introducing a new “Politeness”
error type to reflect Korean honorific etiquette.

* We additionally annotate fine-grained error
types in the dataset, enabling both critical error
detection and critical error type classification
task. Further analysis demonstrates the bene-
fits of using multiclass labels.

» Our simple but effective data augmentation
method through perturber outperforms the
baseline by a significant margin in both tasks.

2. Related Work

Critical error detection (CED) is the task of detect-
ing cases whether there is a catastrophic meaning

distortion by referring to the source sentence and
the MT output sentence (Specia et al., 2021; Zerva
et al., 2022; Costa-jussa et al., 2023; Chen et al.,
2021). ltis first introduced in the 6th Conference
on Machine Translation in 2021 (WMT21)?, with
the aim of detecting fatal meaning deviations. Al-
though instances of critical errors are not frequently
observed, their occurrence may lead to consider-
able disruptions in daily life. Even errors can in-
cur serious problems, resulting in a loss of user
trust and disuse of the translation engine, thereby
emphasizing the importance of detecting such er-
rors (Sharou and Specia, 2022; Eo et al., 2022;
Jiang et al., 2021a).

The existing CED dataset contains examples
with five common error types that are agnostic
to the language, while they do not provide labels:
toxicity, safety, named entity, number, and senti-
ment. These errors appear in three forms: deletion,
where an expression in the source sentence dis-
appears; hallucination, where an expression not
present in the source is added; and mistranslation,
where an expression is translated into a different
meaning than in the source sentence. While all
the error types are language-agnostic, those that
are culturally aware remain unaddressed, despite
their significance in the MT field. A comparison
of our dataset with existing datasets is presented
in Table 1. KNOTICED introduces a language-
dependent politeness error type along with the five
language-agnostic error types. Given that honorific
etiquette plays a pivotal role in Korean communi-
cation, the dataset allows for an inspection of its
distinct property. Moreover, additional annotation
of multiclass labels supports a CETC task.

The task shares similarities with the domain of
hallucination (Xu et al., 2023; Wang and Sennrich,
2020; Zhou et al., 2021; Raunak et al., 2021). Hallu-
cination is defined as MT output completely discon-
nected from the original source, resulting in content
that is not grounded in the source sentence (Lee
etal., 2019; Ji et al., 2023; Guerreiro et al., 2023a,b;
Voita et al., 2021). CED distinguishes itself by fo-
cusing on detecting catastrophic semantic shifts
that induce real-life, ethical, social, economic, legal,
or safety issues. In the context of CED, hallucina-
tion is characterized as one form of critical error.
The area of offensive language detection (Zampieri
et al., 2019; Deng et al., 2022; Jeong et al., 2022)
also has relevance. CED is restricted to the transla-
tion task, and the issues addressed within offensive
language detection can be included under the toxi-
city type errors.

2https ://www.statmt.org/wmt21/
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# Training # Error # Binary # Multiclass

Dataset ‘ Pair

Data Type Label Label

En-De 7,878 5 X

WMT 21 En-Cz 7,476 5 X

(Specia et al., 2021) | En-Zh 6,859 5 X

En-Ja 7,658 5 X

WMT 22 En-De 155,511 5 X

(Zerva et al., 2022) Pt-En 39,925 5 X
KNOTICED (Ours) | En-Ko | 7,265 6

Table 1: Comparison of KNOTICED to previous
CED datasets. The binary class label is to detect
critical error existence, and the multiclass label is
used for classifying the critical error type.

3. KNOTICED

The dataset construction process is partitioned into
three processes: 1) source data selection and re-
finement, 2) critical error injection, and 3) quality
evaluation. The constructed datasets consist of the
source sentence, its MT outputs, binary labels in-
dicating the critical error existence, and multiclass
labels indicating the critical error type.

3.1.

As a step before constructing KNOTICED dataset,
we establish the settings guided by the following
two design considerations. First, the source data
should be selected from domains that are most
likely to be adversely affected by critical error types.
Second, since the standard of critical error’s defini-
tion, range, and fine-grained types can be varied,
our standard should be consistent with previous
research. Consequently, we adhere to the overall
standard and instructions presented by WMT21.

Design Considerations

3.2. Source Data Selection and
Refinement

Source data We adopt the “Daily Conversation
and Colloquial Translation Corpus®” released by
AIHUB on July 29, 2022, as our source text. Fol-
lowing the design consideration, we assume that
daily life scenarios are the most exposed to various
risks from severe semantic change so that, and
this data well-covers such domain. The dataset
consists of English-Korean parallel sentences with
MT output.

In line with the criteria set by WMT21, neither gen-
eral translation errors nor accurate translations are
considered critical errors. However, to distinguish
critical errors from a diverse range of translation re-
sults, we decided to include both translation results
as examples. To facilitate this, the source data is
segmented into four categories.

3https ://aihub.or.kr/aihubdata/data/
view.do?currMenu=115&topMenu=100¢&
aihubDataSe=realm&dataSetSn=71265

1. Source sentence + MT output (Error injection)

2. Source sentence + Reference translation (Error
injection)

3. Source sentence + MT output (No error injec-
tion)

4. Source sentence + Reference translation (No
error injection)

Categories 1. and 2. consist of 1,000 examples
each, into which we plan to inject critical errors.
Category 3. has 3,500 examples, encapsulating
correct or incorrect translations but not considered
a critical error case. Category 4., totaling 3,300
cases, is a correct translation. Note that errors are
not inserted into all instances of this type; rather,
critical errors are selectively injected by human an-
notators.

Data refinement MT output in the source data
may include critical translation errors itself. Accord-
ingly, a preliminary inspection is conducted for both
Categories 1. and 3., which include MT output,
to retain only those instances without critical er-
rors. For clarification of the differences between
the four categories, we filter out instances in Cate-
gory 4. where unexpected fragments not appeared
in the source sentence. From these procedures,
the examples in each category exhibit distinctive
characteristics.

3.3. Schema for KNOTICED

« Toxicity (TOX): Toxicity error refers to cases
where the meaning distortion poses a risk related
to religion, gender, and race. This includes slurs
that have a high risk of causing ethical and social
issues, such as the N-word, profanity, insults, etc.

+ Safety and health (SAF): Safety and health er-
ror is a case where meaning distortion could po-
tentially lead to safety or health problems. For
instance, this case includes the semantic shift of
usage instructions for medicines directly related
to human life or safety, dietary instructions, etc.

* Named entity (NAM): Named entity error refers
to situations where the errors impede the restora-
tion of named entities, such as names, organiza-
tions, places, etc.

* Number (NUM): Numeric error involves distortion
in quantities or units in numbers, time, dates, etc.
This could pose potential issues in economic,
financial, and legal scenarios as well as day-life
timing and measurements.

» Sentiment (SEN): Sentiment error occurs when
the polarity of the sentiment is changed due to the
meaning distortion. This includes cases where
strong polarity changes to weak polarity and vice
versa.

» Politeness (POL): This study introduces a new
culture-aware type, politeness. Due to the cul-
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Type |

Source Sentence

MT Output with Critical Error

\ Reference Translation

Description

TOX

The maintenance fee includes
garbage pick-up, gardening, and
snow removal.

RAH[fl= H4al (@*hole) 471, YA
2tR7|, A4 B 80| kgL ct

Aol 27| A, Y 2RI,
A 5| 80| EetgLct.

The ambiguity of the word leads to its
translation into an offensive term.

SAF | People who are pregnantand breast- | &/ A1 Z 0] AL 28 £/ 5 5t
feeding need to use products thatare | = At2S e =4 55t 22 (toxic
free of toxic chemicals . chemicals) A=< ALg3{0} BHL|C}

Q= (free of) .

JH ZOAT 28 £7E 5= AT
S 815 20 U HE S

Meaning is deviated into encouraging
the use of products containing poten-
tially toxic substances.

NAM | Icould spend afewweeksin Jordan | L= 2 (Yodan) OlA 312 22|15 | L= 2CH0f|A ¥2| 22| Y= 2 | The country name is replaced with
just eating the local dishes there. He AOIORE W REBUW A QA | IOZE H 2 B £ QIAL|C an out-of-vocabulary word. It hinders
Lict the overall understanding of the sen-

tence’s context.
NUM However, I've encountered ads at | J12{L 3Y S0F SA4S AEL[WUst= | O2{Lt 3Y SOF 292 AEZ|YUSH= | The word is incorrectly translated, re-
least 10 times while | was stream- | S0t Z1E 108 (multiplication) O| | SOt Z1E 10% 0|4 WELICH | sulting in a substantial numerical dis-

ing music over three days.

o YIS LICE

crepancy.

SEN

The invisible blue light of ultraviolet
light is a concern for all photogra-
phers.

ZFeI o] HO[A] oFE T2 U2 o

G

L II=2 HIS =
o FE FE TS o=

AL YLC.

sl
19
rx|
10|
B g

The term is mistranslated due to its
ambiguity, entirely reversing the po-
larity.

POL

Again, we are sorry for the incon-

venience this problem has caused
you.

(*informal) .

A formal apology is mistranslated into
an informal expression used towards
someone of a lower age or status,
which may be perceived as impolite.

Table 2: Examples of injected errors by type in KNOTICED dataset. The highlighted tokens indicate

erroneous part.

tural emphasis on courtesy, Korean consists of
specified levels of honorific expressions depend-
ing on the situation. Therefore, when translating
English sentences into Korean, it is necessary to
properly judge the degree of honorifics according
to the context. We classify only a case where the
translated sentence is perceived as disrespectful
and impolite due to the use of informal expres-
sions in contexts that require honorifics. We also
classify neologisms used by many young gen-
erations as critical errors when they are used
inappropriately in the situation.

3.4. Annotation Process

Annotator recruitment To inject critical errors
into the examples, we employ three human an-
notators. Given the necessity to reference both
the source and MT output, we specifically recruit
human annotators proficient in both English and
Korean. We require that at least one of these lan-
guages should be their native language. To create
high-quality data, the definition and purpose of the
CED task are provided to annotators. This clari-
fies the directions for a CED task in the labeling
process.

Guidelines Our guideline formulates the defini-
tion, scope, and examples of error types. From the
perspective of the overall annotation process, we
encourage annotators to avoid repeating specific
word selections or similar patterns. Also, when
there is an example that can be tagged over two
labels, we request to tag the one that is perceived
as more critical. In individual label instructions, we
adhere to the guidelines by WMT214. Concern-

*“We leverage the same
sented in the following link:

guidelines  pre-
https://statmt.

ing the ‘POL error, we add a condition that errors
should be inserted primarily when the context of
the sentence necessitates adherence to etiquette.

We apply a pilot annotation test on 30 randomly
selected samples with the guidelines. This is to
ensure that the guidelines cover all kinds of error
injection by correcting inappropriate or misrepre-
sented parts.

Error injection and labeling procedure As de-
scribed in Section 3.2, we ask human annotators
to inject and annotate errors for Categories 1. and
2. Initially, annotators select the example that is
suitable for the desired error types. Following this,
they inject critical errors in the form of mistransla-
tion, hallucination, or deletion into the source or
MT output. In the final stage, they annotate error
labels to the corresponding sample, tagging the
‘ERR’ label for binary class and fine-grained error
types for multiclass. Any examples without injected
errors are automatically assigned a ‘NOT’ label.

3.5. Quality Evaluation

To eliminate inaccurately injected error instances
for the high-quality dataset, we additionally recruit
three annotators and provide them with the same
guidelines. These annotators are requested to re-
fer to the error-injected examples with labels and
annotate ‘0’ if they disagree with the generated
example-label pair or ‘1’ otherwise. To assist in
establishing clear boundaries for critical errors, we
randomly insert 200 examples that do not have crit-
ical errors. To include all the potential concerns re-
garding critical errors, we filter out instances where

org/wmt21l/quality—-estimation-task_
critical-error—-examples.html
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Attribute | Training  Eval Test
Size 7,265 500 1,000
Avg SRC toks 14.26 14.22 13.95
Avg MT toks 10.10 10.00 9.86
Min/max SRC toks 8/39 8/31 8/40
Min/max MT toks 3/30 4/25 5/25
Binary label
# NOT 6,606 444 924
# ERR 659 56 76
% ERR 9.98% 12.61% 8.23%
Muilticlass label
# TOX 133 6 7
# SAF 122 15 10
# NAM 95 12 20
# NUM 116 6 12
# SEN 110 12 14
# POL 83 5 13

Table 3: Statistics of the KNOTICED dataset

all annotators disagree with the example and ac-
cept the remaining examples.

3.6. Data Analysis

We present samples and statistics of the KNO-
TICED dataset in Table 2 and Table 3, respectively.

Data Samples Errors injected by type in Table 2
are all cases considered critical errors due to se-
mantic changes in the translation process. The
TOX type example illustrates a case where the
term “garbage” has been mistranslated as “a**hole”
instead of “trash”. The ambiguity of the word
“garbage” leads to its translation into an offensive
term. In the SAF type, a phrase expressing the
absence of toxic chemicals is split into “toxic chem-
icals” and “free of”, with “free of” being attached
after the sentence had ended. This converts the
sentence’s polarity, potentially encouraging the use
of a product containing toxic substances. For the
NAM label, the country name “Jordan” is replaced
with “Yodan,” an out-of-vocabulary word. As this
word doesn’t exist in Korean, it hinders the overall
understanding of the sentence’s context. In the
NUM type, the word “times” is incorrectly trans-
lated to “multiplication,” resulting in a substantial
numerical discrepancy. For the SEN type, the term
“concern” is mistranslated due to its ambiguity. The
word is translated from a positive meaning, “inter-
est,” to a negative one, “worry,” entirely reversing
the polarity. For the POL type, a situation requiring
a formal apology for the inconvenience caused is
mistranslated into an informal expression used to-
wards someone of lower age or status. This can be
perceived as impolite and potentially problematic.

Data Statistics Table 3 details the statistics of our
dataset. We generate a size of 8,765 examples, out
of which we randomly separate 500 for the evalua-
tion set and 1,000 for the test set. The overall error

ratio ranges between approximately 8% and 12%.
Reflecting that the critical errors are a long-tailed
problem, our dataset intentionally maintains this
imbalanced setting among labels. We also present
the count of each multiclass label. The distribution
of error types that could arise in actual translations
is unknown. Therefore, we did not equalize the
label distribution for the training, evaluation, and
test datasets.

4. Experiments

We experiment with two tasks with the KNOTICED
dataset: critical error detection (CED) and critical
error type classification (CETC). The input for both
tasks is source sentence and MT output without ref-
erence translation. The model should classify one
of the binary labels or multiclass labels depending
on the task. During the experiments, we propose a
data augmentation method through perturber.

4.1.

Pre-trained language model As baseline mod-
els for the KNOTICED dataset, we exploit represen-
tative multilingual pre-trained models (PLMs) that
hold general knowledge of English and Korean lan-
guages. Specifically, we conduct experiments with
models of multilingual BERT (mBERT) (Devlin et al.,
2019), multilingual BART25 (mBART25) (Liu et al.,
2020), multiingual BART50 (mBART50) (Tang
et al., 2021), and XLM-RoBERTa (XLM-R) (Con-
neau et al., 2020) from HuggingFace (Wolf et al.,
2020)5. We use the last hidden state at position
[CLS]. Then, linear projection with a classifier and
softmax function are sequentially applied to classify
the final label. The model is trained for 30 epochs
using one A100 GPU, setting a maximum sequence
length of 128 and a learning rate of 2e-5. As for
batch size, we set mBART to 64 and all others to
128, without any additional gradient accumulation.

Baseline

Large language model To investigate the abil-
ity of ChatGPT to identify critical errors, we also
conduct experiments on the CED and CETC tasks.
Given that the performance of ChatGPT vary sig-
nificantly based on the prompting, we design the
prompt into three according to the information uti-
lized: plain, demonstration, and description.

+ Plain: We omit any explanations describing the
task. The prompt is simply designed to predict the
existence of critical errors or fine-grained labels
for the given input.

+ Demonstration: One example for each label is
provided as a part of the prompt. The demonstra-
tion examples per label are randomly selected

Shttps://huggingface.co/models
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from the training dataset. Subsequently, it is
prompted to classify the appropriate labels for
the given input.

+ Description: Task descriptions for CED provided
by WMT21, or descriptions for each type, are
included in the prompt. The model is prompted
to select the appropriate labels for the provided
input.

4.2. Augmentation via Perturber

To enhance the performance of identifying critical
errors, we propose a simple and effective data aug-
mentation method through perturber. The perturber
is a generative model that produces MT output con-
taining critical errors from an input source sentence.
The sentences generated in this manner are then
labeled and augmented into the training dataset for
further use in fine-tuning the model.

Perturber model training We extract instances
with the ‘ERR’ label from KNOTICED, creating a
dataset that contains only instances with critical
errors. We then train the Transformer (Vaswani
etal., 2017b) model by feeding the source sentence
as input and training the model to generate MT
output containing critical errors.

Considering the insufficient size of data for per-
turber training, we opt not to train it from scratch.
Instead, we leverage the translation model learned
on a 1.6M English-Korean parallel corpus®. Per-
turber training is performed on this model using the
fairseq framework’ on a single GPU. We set hyper-
parameters to 32,000 vocab size, 4096 maximum
token count, 5e-4 learning rate, and five epochs of
early stopping. As even minor sentence alterations
can result in critical cases, we set the loss as the
best checkpoint metric for training instead of the
BLEU score.

Label assigned to the perturbed data Depend-
ing on the task, we devise different label annota-
tion methods for the augmented data via perturber.
For the CED task, we utilize two labeling strate-
gies. We first assign all samples to the ‘ERR’ label
since the purpose of the perturber is to create an
MT output containing critical errors. Secondly, it is
not definitively secure that all generated samples
are critical. Therefore, we utilize ChatGPT (gpt-
3.5-turbo) (OpenAl-Blog, 2022) to perform labeling
through prompting 8.

Shttps://www.aihub.or.kr/aihubdata/
data/view.do?currMenu=115&topMenu=100&
aihubDataSe=realm&dataSetSn=126

7https://github.com/facebookresearch/
fairseqg.git

8We employ the description prompt during the label
annotation process, which outperforms the other two

For the CETC task, ChatGPT is used to predict
critical error types through prompting to attach one
of the six error types for each sample. Additionally,
since the distribution is one of the factors consid-
ered in label assignment Chen et al. (2022); Ye
et al. (2019), we employed two different distribution-
aware labeling strategies. Firstly, we assign six
label types to augmented data with an equal dis-
tribution. Secondly, we apply a distribution-aware
method that attaches labels based on the label dis-
tribution by type in the training data. Note that the
two distribution-aware strategies are introduced for
comparison with the ChatGPT method, given that
ChatGPT is not deterministic.

4.3. Evaluation Metrics

For the CED task, we adopt Matthew’s correlation
coefficient (MCC) as the primary metric. Addition-
ally, we measure and report the f1-score for both
the ‘ERR’ and ‘NOT’ labels individually, as well as
their combined performance. We utilize the eval-
uation script presented by WMT®. Regarding the
CETC task, we set classification accuracy as the
main metric. We also report the f1-score for each la-
bel to find which labels exhibit higher classification
performance in general. The scikit-learn package
is used for measuring the accuracy and f1-score.

5. Results and Analysis

5.1. TASK1: Critical Error Detection

Table 4 presents the CED results. Alongside the
baseline, we include existing balancing methods
as comparison groups, aiming to alleviate label
imbalance. Additionally, we present the results of
our approach, which incorporates augmentation
using perturber.

Baseline results Among the five baseline mod-
els, XLM-R-large reports the best performance.
It achieves the highest MCC score in evaluation
and testing, particularly showing a distinct perfor-
mance difference in F1-Good. mBART ranks sec-
ond based on MCC. Notably, mBART25 demon-
strates better performance than mBART50. As
Korean has its unique language family and charac-
ter, the performance gained through learning with
similar high-resource languages is not observed,
in line with Conneau et al. (2020).

As a baseline result for ChatGPT, the description
strategy outperforms the plain and demonstration in
the test set. Notably, even though ChatGPT has not

prompt designs outlined in § 4.1.
*https://github.com/sheffieldnlp/
ge—eval-scripts
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Eval Test

Method | Model MCC  Fi-Bad Fi-Good Fi-Multi | MCC  Fi-Bad Fi-Good Fi-Multi
mBERT (Devlin et al., 2019) 0.1520 0.9042 0.2478 0.2240 | 0.1227 0.9160 0.2000 0.1832

mBART25 (Liu et al., 2020) 0.5605 0.9597 0.5542 0.5319 | 0.4793 0.9636 0.4742 0.4570

mBARTS50 (Tang et al., 2021) 0.5433 0.9587 0.5250 0.5033 | 0.4459 0.9672 0.4364 0.4220

Baseline XLM-R-base (Conneau et al., 2020) | 0.2917 0.9377 0.3294 0.3089 | 0.2484 0.9566 0.2679 0.2562
XLM-R-large (Conneau et al., 2020) | 0.7239 0.9726 0.7126 0.6931 0.5497 0.9719 0.5470 0.5316
ChatGPT-Demo 0.2088 0.9398 0.2000 0.1880 | 0.2428 0.9583 0.2476 0.2373
ChatGPT-Plain 0.2596 0.9368 0.2927 0.2742 | 0.3544 0.9654 0.2826 0.2728
ChatGPT-Description 0.0962 0.9050 0.1905 0.1724 | 0.3633 0.9653 0.3125 0.3017

Ours XLM-R-large (+Pert (All Err)) 0.7352 0.9736 0.7391 0.7196 | 0.5709 0.9735 0.5455 0.5310
XLM-R-large (+Pert (ChatGPT)) 0.6598 0.9670 0.6667 0.6447 | 0.6019 0.9752 0.5607 0.5468

Table 4: MCC and F1-score results for the CED task
Eval | Test F1-score per label

Method | Model ACC | ACC [TOX SAF NAM NUM SEN POL NOT
mBERT (Devlin et al., 2019) 0.872 | 0.915 | 0.00 0.00 0.00 0.29 0.18 0.00 0.96

mBART25 (Liu et al., 2020) 0.908 | 0.934 | 0.33 0.25 0.17 0.35 0.32 0.56 0.97

mBARTS50 (Tang et al., 2021) 0.882 | 0.914 | 0.40 0.12 0.00 0.22 0.11 0.12 0.96

Baseline | XLM-R-base (Conneau et al., 2020) | 0.886 | 0.926 | 0.31 0.00 024 024 038 050 [0.96
XLM-R-large (Conneau et al., 2020) | 0.918 | 0.945 | 0.67 0.15 0.31 0.40 058 0.61 0.97
ChatGPT-Demo 0.886 | 0.910 | 0.05 0.17 0.00 0.15 0.00 0.00 0.96
ChatGPT-Plain 0.902 | 0.924 | 0.00 0.31 0.00 0.15 0.12 0.00 0.96
ChatGPT-Description 0.878 | 0.928 | 0.00 0.31 0.00 040 013 0.12 [0.97
XLM-R-large (+Pert (ED)) 0912 | 0949 | 036 043 024 |067 057 058 [0.98

Ours XLM-R-large (+Pert (TD)) 0916 | 0.949 | 062 0.17 031 [070 054 060 [0.98
XLM-R-large (+Pert (ChatGPT)) 0.930 | 0.953 | 055 0.35 026 [0.74 [0.72 [0.67 [0.98

Table 5: Accuracy and F1-score per label results for the CETC task

been trained on the CED data, ChatGPT demon-
strates its powerful capabilities by outperforming
mBERT and XLM-R-base.

Perturber results We show the results of our pro-
posed method, which utilizes a perturber for data
augmentation. The experimental results demon-
strate that our method outperforms the XLM-R-
large baseline in both approaches: labeling the en-
tire sample as the ‘ERR’ label (+Pert (All Err)) and
label assigning using ChatGPT (+Pert (ChatGPT)).
Particularly, we observe a significant performance
improvement in terms of test MCC. There is an in-
crease from 0.5497 to 0.5709 for the +Pert (All Err)
and a further improvement to 0.6019 for the +Pert
(ChatGPT). This justifies the positive impact of our
data augmentation methodology on CED training.
The higher performance of ChatGPT compared to
+Pert (All Err) indicates that there may be cases
where not all perturbed examples are error cases.
By incorporating ChatGPT’s linguistic knowledge,
we achieve additional performance gains.

5.2. TASKZ2: Critical Error Type
Classification

Table 5 is the results of the CETC task. In this
experiment, we compare the performance of our

proposed methodology with the baseline.

Baseline results Consistent with the results from
the CED task, the XLM-R-large model exhibits the
highest accuracy among the baselines. Particu-
larly, when comparing f1-scores across types, the
XLM-R-large model reveals balanced results as
well as outperforming performance compared to
other multilingual PLMs. Conversely, while mod-
els like mBERT and mBART50 record comparable
results surpassing 0.9 in accuracy, their f1-scores
per label are solely high around the ‘NOT’ label.
We interpret this as a consequence of label bias,
with the models potentially being trained to select
the ‘NOT’ label primarily. This is not regarded as
proper learning.

According to the ChatGPT results, the descrip-
tion strategy achieves the highest test accuracy,
consistent with the CED results. Even the perfor-
mance is comparable to the PLM baseline, with a
marginal gap. This is quite surprising as the model
is not trained with the CED dataset.

However, the F1-score for each error type dis-
plays a completely different aspect. In particular,
the model’s correctly predicted labels are limited
to ‘SAF’, ‘NUM’, and ‘NOT’ error types, while the
performance is markedly poor in classifying other
types. Concurrently, it is evident that the system
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Figure 2: Performance change according to the
amount of augmented data using perturber

struggles immensely in distinguishing the ‘POL
type. Although ChatGPT shows distinguishing per-
formance compared to a great number of other
models, it appears to lack the ability to discern
critical errors that violate cultural nuances in trans-
lations. This underscores the heightened necessity
for our datasets that address cultural factors.

Perturber results All the fine-tuning results with
perturber-augmented data reveal outperforming
performance than the baseline. In particular,
we find performance improvements when utilizing
ChatGPT over evenly distributed labels (ED) and
training data distribution-aware labeling methods
(TD). We analyze that ChatGPT may release the
insufficiency and uncertainty of label assignment
compared to the other approaches.

Focusing on the f1-score per label, we verify the
performance of the newly introduced ‘POL error.
Experimental results for the type show compara-
ble performance compared to other fine-grained
labels. Secondly, among the types, the ‘SAF’ type
shows the most inferior performance. We speculate
that the precise scope and boundaries threatening
safety and health can be considered ambiguous
to the model, resulting in low performance. More-
over, for the ‘NAM’ label, any instances where the
user can restore the entity should be excluded from
the critical error. This result implies that the task
is challenging enough for the current introduced
models.

Method | Used Label | MCC F1-Bad F1-Good F1-Multi
XLM-R-large Binary Class | 0.5497 0.9719 0.5470 0.5316

9 Multi Class | 0.5835 0.9740  0.5664 0.5517
XLM-R-large Binary Class | 0.6019 0.9752 0.5607 0.5468
(+Pert (ChatGPT)) | Multi Class 0.6540 0.9777 0.6379 0.6237

Table 6: Performance comparison between experi-
ments leveraging binary and multiclass labels. For
comparison, we convert the critical error type pre-
dictions into binary classes by changing all non-
‘NOT’ error types to the ‘ERR’ label.

XLM-R-large
XLM-R-large (+Pert (ChatGPT))

Binary Multi A Binary  Multi A

Class Class Class Class
TOX | 42.86 71.43 | +28.57 | 42.86 57.14 | +14.29
SAF | 50.00 40.00 | -10.00 | 50.00 50.00 | 0.00
NaM | 10.00 20.00 | +10.00 | 20.00 15.00 | -5.00
NUM | 58.33 25.00 | -33.33 | 33.33 58.33 | +25.00
SEN | 57.14 57.14 0.00 5714 7143 | +14.29
pOL | 53.85 6154 | +7.69 | 53.85 6154 | +7.69
NOT | 99.03 99.46 | +0.43 | 98.38 99.68 | +1.30

Table 7: Accuracy comparison results by critical
error type for binary and binary-transformed multi-
class experiments. For the comparison, we sepa-
rate the test dataset according to error types and
measure the accuracy for each type.

6. Analysis

6.1. Impact on the Amount of Perturbed
Data

To explore the influence of the amount of aug-
mented data, we gradually append data into the
training set. In this context, the units of data incre-
ment were determined empirically.

The upper part of Figure 2 represents the re-
sults of the CED task. The performance tendency
consistently shows an increase as the data size
is scaled to 400 with the perturber augmentation
using ChatGPT, and to 200 in the case of All er-
ror, which assigns an ‘ERR’ label for all augmented
data. However, the performance drops beyond a
certain amount in both cases.

The lower part represents the results of the CETC
task, where all three models show improved per-
formance upon augmentation. Especially, label-
ing the perturbed data with ChatGPT shows the
most significant performance improvement when
50 data are added. The models assigning labels
in an ED manner and TD manner show the most
performance gain when 70 data are added. Simi-
larly, the CETC model also shows a performance
decrease beyond a certain threshold.
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6.2. Comparison for the Experiments
using Binary and Multiclass

We explore which types of labels are more effective
in detecting critical errors: binary labels or multi-
class labels. To induce the two performances to
be comparable, we convert the predictions from
the CETC task into a binary class. Namely, regard-
less of classified error types, we change all predic-
tions that are not predicted as ‘NOT’ to ‘ERR’. We
then compare MCC performance with the prediction
from the CED task. The comparison is conducted
under two settings, XLM-R-large and XLM-R-large
(+Pert (ChatGPT)).

As reported in Table 6, the results indicate that
the MCC shows remarkable improvements from
0.5497 to 0.5835 in XLM-R-large, 0.6019 to 0.6540
in XLM-R-large (+Pert (ChatGPT)) when multiclass
labels are utilized for model training than binary
labels. For a more in-depth analysis, we divide
the test set by critical error type and measure the
accuracy for each type, as in Table 7. Consistent
with the results in Table 6, predictions from models
trained with multiclass labels generally yield out-
performing results. In the case of the experiment
with XLM-R-large, even if ‘SAF’ and ‘NUM’ |abel
performance shows a trade-off, four (‘TOX’, ‘NAM,
‘POL, and ‘NOT’) out of seven types achieve a per-
formance improvement, and one reports the same
performance. For the XLM-R-large experiment with
data augmentation, all performances except for the
‘NAM’ type show outperforming performance. From
the results, we analyze that informing the model by
specifying the label, rather than assigning a single
‘ERR’, can reduce label ambiguity and increase ex-
plainability. Accordingly, the results demonstrate
its necessity of providing fine-grained critical error
types in the KNOTICED.

7. Conclusion

We proposed KNOTICED, a dataset for detecting
critical meaning distortion in English-Korean MT.
This dataset introduced a novel culture-aware po-
liteness label reflecting Korean etiquette culture.
Moreover, the dataset included fine-grained type
labels in addition to the binary labels, enabling
two tasks: CED and CETC. In the experiments,
we observed that our proposed data augmentation
method via perturber remarkably outperformed the
baseline performance. We hope this dataset will
be utilized to mitigate a variety of risks that may
arise in the MT field in the future.

Limitations

Our dataset introduces five language-agnostic criti-
cal error types, along with a newly incorporated

culture-aware politeness type. However, there
exists a possibility for further error types, either
language-dependent or independent. We are pos-
itively considering the investigation and develop-
ment of more granular error types. Furthermore,
our experiments are limited to leverage ChatGPT.
For the benefit of easy replication and reproduction,
we opted for ChatGPT because of its accessibility
without further billing. However, we are open to ex-
ploring and integrating other models such as GPT-4
in our future work. We believe that this paper lays
the groundwork, and subsequent studies can ex-
pand on our methodology by utilizing a range of
models.

Ethics Statement

Portions of this study and KNOTICED dataset en-
compass descriptions and instances of error types
that potentially raise ethical issues. Notably, ex-
amples related to the toxicity type in Table 2 could
evoke offensive or upsetting emotions. These in-
stances are inevitably included due to the inherent
purpose of the dataset, which is to detect such
cases and prevent them from being produced in
translations. However, considering this, we partially
obscure portions containing unpleasant content in
the examples.

Moreover, in the process of creating this dataset,
we unavoidably request human annotators to in-
ject potentially discomforting content. In view of
this, we notified human annotators about this as-
pect during recruitment. We ensure that if anno-
tators experience any unsetting emotions during
the data creation, they can immediately stop and
take a break before resuming. In terms of annotator
recruitment, we have paid an amount exceeding
the legally mandated wage, and all personal in-
formation beyond the minimum requirement was
immediately discarded.
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