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Abstract

Topic model is a statistical model that leverages unsupervised learning to mine hidden topics in document collections.
The data sparsity and colloquialism of social texts make it difficult to accurately mine the topics. Traditional methods
assume that there are only 0/1-state relationships between the two parties in the social networks, but the relationship
status in real life is more complicated, such as continuously changing relationships with different degrees of intimacy.
This paper proposes a continuous relational diffusion driven topic model (CRTM) with multi-grained text for Microblog
to realize the continuous representation of the relationship state and make up for the context and structural information
lost by previous representation methods. Multi-grained text representation learning distinguishes the impact of formal
and informal expression on the topics further and alleviates colloquialism problems. Specifically, based on the original
social network, the reconstructed social network with continuous relationship status is obtained by using information
diffusion technology. The graph convolution model is utilized to learn node embeddings through the new social
network. Finally, the neural variational inference is applied to generate topics according to continuous relationships.
We validate CRTM on three real datasets, and the experimental results show the effectiveness of the scheme.
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1. Introduction

In recent years, social media platforms, such as
Twitter and Sina Weibo, flourish and generate large-
scale posts every day. These posts contain rich
semantic information. Automatically detecting top-
ics in social media can reveal hidden semantic in-
formation that can be applied in downstream tasks
such as short text classification (Inoue et al., 2021),
extract text summarization (Joshi et al., 2023), ma-
chine translation (Maier et al., 2022) and so on.

The conventional topic models, such as Latent
Dirichlet Allocation (LDA) (Blei et al., 2003), infer
topics based on word co-occurrence. Numerous
studies prove the effectiveness of LDA on long
documents. However, they can not be directly ap-
plied in Microblog due to the severe data sparsity
and colloquialism of Microblog posts (Abdelrazek
et al., 2023). The existing researches on social
media topic modeling can be mainly categorized
into (1) Models aggregate short text with different
heuristic aggregation strategies or directly gener-
ate biterms (Mehrotra et al., 2013; Alvarez-Melis
and Saveski, 2016; Yan et al., 2013). (2) Models
use representation learning to produce semantic
information (Hu and Tsujii, 2016; Shi et al., 2018; Li
et al., 2016; Wu et al., 2020). (3) Models take into
account the content and social network structures
to deduce topics (Guo et al., 2015; Li et al., 2018;
He et al., 2018; Liu et al., 2020; Wang et al., 2022).
However, their social relationship is modeled as
two states “yes" and “no".
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Figure 1: Relationships include intimacy between
users. Different background colors represent dif-
ferent topics. Different colored arrows represent
different types of interaction. The dashed line is
the timeline of the post.

The relationships that include different intimacy
in real life are far more complex than in artificially
constructed social networks. Features that reflect
intimacy such as interaction type, number of in-
teractions, and topic of interaction are ignored in
previous work as depicted in Fig. 1. It is observed
that there is a connection between [U1] and [U2],
and the same connection between [U2] and [U3].
No other information is contained. However, consid-
ering features mentioned above, [U1] has a closer
relationship with [U2] than [U3]. It can even be
inferred that [U1] and [U2] are also friends in real
life, while [U2] and [U3] may be just the netizens
who discussed “the World Cup" together.

We can conclude from the above example, that
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there are different intimacy in relationships. Our
work tries to model continuous relationships, in-
dicating the intimacy between users. We design
information diffusion with intimacy to extend the dis-
crete message-passing process in Graph Convolu-
tional Networks (GCNs) (Kipf and Welling, 2017) to
a continuous diffusion process. It enables nodes
to aggregate information closely related to them
through determination and dissemination of atten-
tion. What’s more, we relieve colloquialism prob-
lems at the word level and determine the contri-
butions of users to the topic at user level in multi-
grained text representation (Liu et al., 2022). The
multi-grained text representation improves data in-
teroperability through two-level attention. Espe-
cially the word level distinguishes the influence of
formal from informal tokens on text representation.
Self-attention mechanisms are adopted at the word
level and user level respectively. The purpose of
word-level attention is to alleviate the impact of col-
loquial words. The user-level attention is used to
determine the contributions of users to the topic
(Liu et al., 2022).

To this end, we propose a Continuous Relational
Diffusion driven Topic Model (CRTM) with multi-
grained text. The relationship Continuity (RC)
module is designed to reconstruct relationships
and multi-grained is used to learn hierarchical text.
Two-layer GCNs module is utilized to integrate
new structure embedding and hierarchical text em-
bedding. We introduce Variational AutoEncoder
(VAE) (Kingma and Welling, 2013) to infer topics.
Contributions can be summarized as follows:

• We propose a CRTM for Microblog, which ap-
plies information diffusion with intimacy to con-
tinue the relationships. To the best of our
knowledge, this is the first to consider the con-
tinuous relationship between users.

• Multi-grained text representation learning by
two-level attention enhances the interpretabil-
ity of the data and mitigates the impact of col-
loquialism.

• Comprehensive experiments show the effec-
tiveness of our proposed model. The visual-
ization of social network demonstrates a sup-
plement of intimacy.

2. Related Work

Previous researches and relevant work for topic
detection can be mainly classified into the following
aspects.

2.1. Focusing on Content Information
These methods depend on pure content to gen-
erate document-topic distribution and topic-word

distribution. Aggregation Strategy Based. To
alleviate data sparsity, some methods aggregate
posts based on heuristic strategies, such as hash-
tags (Mehrotra et al., 2013), dialogue relationship
(Alvarez-Melis and Saveski, 2016) and then apply
the traditional topic model on the long pseudo doc-
uments. Biterm Based. BTM-like methods (Yan
et al., 2013; Chen et al., 2015; Lu et al., 2017) model
the generation of biterms in the corpus to alleviate
data sparsity. Embedding Based. LCTM (Hu and
Tsujii, 2016) introduces latent concepts, which are
represented by word embeddings to capture the
conceptual similarity of words. DWGTM (Wang
et al., 2021) learns word features from global word
co-occurrence. TSCTM (Wu et al., 2022) applies
contrastive learning to distinguish topics in seman-
tic space. However, only content is insufficient.

2.2. Incorporating Content and Social
Contexts

This kind of research considers the post content
and social contexts together. Static social charac-
teristic. AdjEnc (Zhang and Lauw, 2020) incorpo-
rates the network structure implicitly. LeadLDA (Li
et al., 2018) differentiates messages from leader
and follower. Followers’ contribution to the topic
information is minimal. Social relationships based
on static attributes cannot dynamically change over
time and are easily influenced by zombie fans. Dy-
namic user interaction. On the basis of VAE,
IATM (He et al., 2018) mines the dynamic user be-
haviors by integrating network embedding and user
attention. PCFTM (Liu et al., 2020) seamlessly
fuses the parallel social contexts in nonlinear cor-
relation. DGTM (Wang et al., 2022) considers both
wide dispersion and deep propagation spread char-
acteristics in social media. However, they ignore
intimacy.

2.3. Graph Diffusion Convolution and
Neural Variational Inference

Network Representation Learning (NRL) repre-
sents nodes in social networks in a low-dimensional
vector space. The embeddings obtained can be
employed for various graph-based tasks, such as
node classification and link prediction. GCNs (Kipf
and Welling, 2017) is widely employed in network
representation learning due to its superior abil-
ity to blend structure and attribute information.
Diffusion-convolutional neural networks (Atwood
and Towsley, 2016) build a latent representation by
scanning a diffusion process across each node in
a graph-structured input. Graph diffusion convo-
lution (Gasteiger et al., 2019) improves GCNs by
spreading attention among neighbors. It removes
the restriction of using direct neighbors and alle-
viates the problem of edges arbitrarily defined in
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the social network. Inspired by this idea, we pro-
pose information diffusion with intimacy to achieve
topic propagation. (Feng et al., 2022) point out
that thanks to the flexibility of the neural networks,
VAE has the ability to learn complex nonlinear dis-
tribution. It replaces the arduous inference work of
probabilistic models through stochastic back prop-
agation. The above attract us to learn context-
enhanced representations by GCN and induce
more coherent topics by VAE.

3. Model

Text on social media is characterized by data spar-
sity and colloquialism, which poses challenges for
topic modeling in social media scenarios. Existing
methods for aggregating social context do not take
into account the difference in relationships among
users, but simply consider it as a yes or no situation.
Our method breaks this limitation and achieves con-
tinuous representation involving the closeness of
the relationship. In addition, word-level and user-
level attention mechanisms are adopted to learn
text representation for noise reduction. The pro-
posed CRTM framework is shown in Fig. 2. It
mainly includes (1) Relationship continuity mod-
ule, (2) GCNs module, and (3) VAE-based topic
generation module.

3.1. User-level Social Network
We build a user-level social network G = (V, E , T ).
V = {vi|1 ≤ i ≤ L} is the set of nodes. vi repre-
sents users i in social network. L is the size of the
node set. E ⊂ V × V is the edge set. e(i, j) ∈ E
stands for the forwarding and comment between vi
and vj . T = {tx1, tx2, ..., txL} is the set of posts.
Each txi contains M words. According to the posts
set T , we obtain the attribute matrix X ∈ RL×C .
C is the dimension of the user embedding. We
replace each word with its corresponding low di-
mensional, continuous, and real-valued embed-
ding (Mikolov et al., 2013) and weighted average.

The adjacency matrix A ∈ RL×L contains e(i, j).
Continuous relation adjacency matrix Ad obtained
by information diffusion. The reconstructed rela-
tionship is stored in Ar, which is sparsized.

3.2. Model Description
RC module is employed to learn a new adjacency
matrix. GCNs module represents nodes with con-
tinuous relationships and hierarchical text. Then
VAE based topic inference module infers topics.

3.2.1. Limitations of MPNN

GCN can be regarded as Message Passing Neural
Networks (MPNN) frameworks. Graph neural net-

works iteratively aggregate neighborhood informa-
tion through message passing to update the feature
of their own node. Message passing can be de-
composed into two steps of message aggregation
and updating. While GCN does take advantage
of higher-order neighborhoods in deeper layers,
it seems arbitrary and impractical to restrict mes-
sages at the same neighbor size. Because edges
in real graphs are often noisy and discrepant. This
general message-passing approach simply mod-
els the presence or absence of node relationships
and considers all nodes to be equally important.
Therefore, we need to reflect the relationship differ-
ence to achieve the effect of noise reduction and
complement intimacy information.

3.2.2. Relationship Continuity

We assume that topic is passed to the neighbors
along the starting node and gradually dispersed as
Eq. 1. Diffusion after several iterations, the informa-
tion distribution at this time represents the intimacy
from the starting node to other nodes. By doing
this for each node, we get a new adjacency matrix
that contains continuous relationships.

Ad =

∞∑
k=1

θkSk (1)

S = D̃
−1/2

ÃD̃
−1/2 (2)

D̃ = IN +D Ã = IN +A (3)

S is a symmetric transition matrix and simulates
random walk. D is the diagonal matrix, i.e. Dii =∑L

j=1 Aij . D̃ and Ã are diagonal matrix and adja-
cency matrix added self-loop respectively. They
symbolize nodes’ delay and stagnation in infor-
mation dissemination. We learn the continuous
edge representation instead of the vanilla binary
form. In order to make Eq.1 converge, the weight-
ing coefficient θk should satisfy

∑∞
k=0 θk = 1 and

θk ∈ [0, 1]. The eigenvalues of S are bounded by
λi ∈ [0, 1] (Gasteiger et al., 2019). Then we filter
out the relationship with low closeness.

3.2.3. Fusion of Continuous Relationships
and Hierarchical Text

For each vi, the word embedding matrix W i ∈
RM×L . W q, W k, and W v are weight matrices.
The word-level attention layer eases the impact of
colloquial words in a fine-grained manner.

Qwi = W q·W i Kwi = W k·W i V wi = W v·W i

(4)

Xwi = softmax(
Qwi ·KwiT

√
C

)V wi (5)

Then user-level attention is used to learn the con-
tribution of users to the topic distribution. We refer
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Figure 2: The framework of CRTM.

to Xs = {Xw1,Xw2, ...,XwL} as input and the
user-level attention layer is designed as follows:

Qs = W q ·Xs Ks = W k ·Xs V s = W v ·Xs

(6)

Xr = softmax(
Qs ·KsT

√
C

)V s (7)

Taking Ar and Xras input. Two-layer GCNs are
utilized to learn the node embedding.

Âr = D̃
−1/2

ArD̃
−1/2 (8)

H1 = f(ÂrX
rW 1) (9)

H2 = f(ÂrH1W 2) (10)

W 1and W 2 are the weight matrices. We adopt
ReLU(·) as the activation function f(·). Neighbors
at this time are updated after considering the close-
ness between nodes. Under the effect of GCNs,
each node receives the information sent from its
new neighbors and aggregates them. H2 is the
representation of nodes, which fuses hierarchical
text and new structure.

The loss function based on the original first-order
neighbor similarity is no longer suitable. So we
design a random walk-like optimization function to
encourage users with high intimacy to have similar
representations:

LossG = −
∑
vi∈V

∑
vj∈N

′
i

logP (vj |vi) (11)

P (vj |vi) =
exp(cos(hT

j ,hi))∑
vk∈N′

i
exp(cos(hT

k ,hi))
(12)

hi is intercepted from H2. vk is vi’s new neigh-
bor in N ′

i . cos(·, ·)represents the cosine similarity.
LossG computes the similarity of high-order neigh-
bors.

3.2.4. Topic Inference

We feed hi into the encoder part of VAE. The mean
µ and variance σ of Gaussian distribution are ob-
tained through the encoder.

e = ReLU(W ehi + be) (13)

µ = W µe+ bµ logσ2 = W σe+ bσ (14)

where W µ, W σ, bµ and bσ are the parameters.
The latent topic vector z can be calculated using
the reparameterization trick as z = µ + ϵ × σ,
where ϵ ∈ N(0, 1). User-topic distribution θ =
(p(t1|e), ..., p(tK |e)) is parameterized by softmax
function as Eq. 15:

θ = softmax(W θz) (15)

Topic-word distribution ϕword =
(p(w|t1), p(w|t2), ..., p(w|tK)) is the parameter
of decoder. The reconstructed user representation
h′
i is generated through the full connection layer

thereafter:

d = softmax(ϕword × θ) (16)

h′
i = ReLU(W dd+ bd) (17)

The loss function of this module is defined as:

LossV = KL(p(z|h′
i)∥q(z))− Ez∼p(z|h′

i)
q(h′

i|z) (18)

3.3. Model Training

To jointly train the GCNs module and the VAE-
based topic inference module, we design a joint
loss as Eq. 19. Where λl is a coefficient to balance
the losses.

L = LossG + λl ∗ LossV (19)
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Table 1: Statistics of datasets.#Users and #Inter-
actions represent the number of users and interac-
tions respectively.

Month #Users #Interactions Vocabulary size

May 8907 10435 5914
June 19293 35962 9368
July 16990 20971 9663

4. Experiments

4.1. Datasets
We utilize the datasets (Li et al., 2018) shown in Ta-
ble 1 based on the original Microblog corpus. The
corpus is made up of the posts on Sina Weibo dur-
ing May 1 - July 31, 2014, through hashtag-search
API 1, which are publicly available and widely em-
ployed in social media topic modeling work (Li et al.,
2018; He et al., 2018; Wang et al., 2022).

We further deal with the original datasets as fol-
lows: (i) remove the posts whose length is less
than 3 words or that have no poster username; (ii)
remove independent users who have no interac-
tions; (iii) aggregate all the original and the repost-
ing posts from the same user.

4.2. Evaluation Metric
The perplexity (Blei et al., 2003) of topic model
as the evaluation metric does not necessarily cor-
respond to semantically coherent topics (Chang
et al., 2009). Therefore, we calculate the coher-
ence score (Wang et al., 2022) of all topic models
as Eq. 20:

C =
1

K
·

K∑
k=1

N∑
i=2

i−1∑
j=1

log
D(wk

i , w
k
j ) + 1

D(wk
j )

(20)

K is the number of topics and N is the number of
top words under each topic. wk

i represents the i-th
word in topic k ranked by topic-word distribution
ϕword. D(wk

i , w
k
j ) stands for the count of posts in

which word wk
i and word wk

j co-occur, and D(wk
j )

refers to the count of posts that contain word wk
j .

4.3. Comparison Methods
To validate whether our method in Section 3 is
useful for topic extraction, we compare the pro-
posed CRTM and its variants with the following
state-of-the-art baselines and conduct extensive
experiments:

Focusing on Content Information:

• LCTM(Hu and Tsujii, 2016): introduce latent
concepts to capture the conceptual similarity
between words for tackling the data sparsity.

1http://open.weibo.com/wiki/2/search/topics

• NQTM(Wu et al., 2020): propose topic distri-
bution quantization generating peakier distri-
butions that are more appropriate for modeling
short texts and negative sampling decoder.

• TSCTM(Wu et al., 2022): adopt contrastive
learning based on topic semantics mitigates
the sparsity issue.

Integrating Content and Social Context:

• LeadLDA(Li et al., 2018): distinguish “Leader
Messages" from “Follower Messages" and pre-
dict the likelihood that leader and follower mes-
sages may contain the key topic words.

• AdjEnc(Zhang and Lauw, 2020): incorpo-
rate the network structure for topic inference
on structured long documents, such as web
pages.

• PCFTM(Liu et al., 2020): obtain parallel se-
quence through the random walk, and seam-
lessly integrate content and structure embed-
ding for better representation.

• IATM(He et al., 2018): learn interaction-aware
edge embedding by dynamic interactions and
user attention to alleviate data sparsity.

• DGTM(Wang et al., 2022): consider both wide
dispersion and deep propagation spread char-
acteristics of topics in social media.

4.4. Experiment Settings
For all the baselines, the hyperparameters set-
tings refer to their original papers and run Gibbs
samplings (in LCTM and LeadLDA) with 1,000 it-
erations to ensure convergence. Employing pre-
trained word embeddings (PWE) for topic modeling
achieves limited performance (Zhang et al., 2022).
This may be because PWE is based on word order
that the text clustering task does not require. So we
randomly initialize the node embedding and set the
node embedding dimension C as 200. The dimen-
sion of hidden layers in GCNs and the dimension
of the first encoder layer in VAE are set to 200. We
empirically set the λl = 1.0 for balancing GCNs
and VAE. Adam is utilized to optimize the objective
function with the learning rate of 0.01. We choose
different numbers of topics K and top words in one
topic N to validate the performance of models. K
is set to 50 and 100, which means that we will de-
tect 50 or 100 topics for each dataset, and N is
set to 10, 15, and 20. Top words sorted by topic-
word distribution ϕword. For the different continue
methods and corresponding diffusion parameters
in the RC module, we will discuss them in detail
in Section 4.7. We utilize Bayesian optimization
to tune the hyperparameters. In order to ensure
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Table 2: The topic coherence scores on the three datasets.

Datasets Model K50 K100
N=10 N=15 N=20 N=10 N=15 N=20

May

LCTM -70.91 -165.37 -296.36 -58.65 -140.10 -261.40
NQTM -93.04 -214.33 -384.82 -90.98 -207.64 -376.32
TSCTM -75.21 -176.06 -323.98 -76.50 -180.15 -327.31

LeadLDA -53.91 -138.53 -258.38 -58.15 -141.34 -261.65
AdjEnc -67.57 -159.66 -290.10 -72.02 -165.87 -303.37
DGTM -74.67 -175.37 -324.28 -79.63 -190.06 -327.65
IATM -43.34 -112.64 -228.27 -47.32 -121.46 -219.96

CRTM -39.45 -108.65 -244.69 -46.61 -117.46 -249.37
CRTM (- information diffusion) -60.05 -152.50 -298.18 -75.23 -174.32 -306.65

CRTM (- multi-grained text) -51.27 -132.60 -276.12 -59.60 -145.46 -292.93

June

LCTM -91.72 -208.75 -367.76 -81.88 -181.57 -323.16
NQTM -102.93 -239.49 -431.17 -102.23 -239.41 -432.95
TSCTM -74.04 -179.93 -334.06 -80.09 -187.52 -342.38

LeadLDA -63.54 -150.18 -278.19 -72.07 -169.80 -309.40
AdjEnc -72.38 -174.55 -375.29 -77.63 -192.85 -321.86
DGTM -81.25 -194.17 -353.55 -74.15 -186.40 -339.76
IATM -46.69 -113.09 -213.61 -59.11 -133.96 -225.48

CRTM -43.84 -111.75 -239.40 -48.12 -129.20 -268.14
CRTM (- information diffusion) -63.83 -150.85 -351.16 -74.43 -218.12 -336.05

CRTM (- multi-grained text) -57.28 -144.94 -296.12 -61.20 -162.55 -311.74

July

LCTM -72.78 -160.08 -275.58 -63.56 -137.36 -238.31
NQTM -78.35 -185.85 -339.82 -73.31 -178.51 -331.89
TSCTM -57.50 -138.01 -258.90 -61.07 -140.32 -261.43

LeadLDA -70.40 -157.83 -268.23 -59.75 -130.83 -226.62
AdjEnc -51.72 -123.78 -225.29 -55.73 -140.63 -250.75
DGTM -75.94 157.86 -248.81 -60.33 -153.80 -297.34
IATM -50.75 -119.48 -212.26 -46.80 -110.27 -204.35

CRTM -46.20 -117.82 -209.92 -46.57 -101.83 -191.73
CRTM (- information diffusion) -69.44 -158.65 -268.12 -70.20 -144.49 -263.90

CRTM (- multi-grained text) -57.10 -141.69 -259.93 -61.45 -135.23 -246.65

stability, we conduct 30 groups of experiments un-
der each dataset and combination of diffusion and
sparsification approaches and take the average
result.

4.5. Performance Evaluation
Table 2 shows the topic coherence scores of all
baselines and our model on the three datasets.
From the results, we have the following observa-
tions:

• Topic models incorporating content and social
context perform better than focusing on con-
tent in most cases. It indicates that the former
is necessary due to reciprocal influence. Fur-
thermore, social context alleviates data spar-
sity to some extent.

• The topic coherence score of K50 is higher
than that of K100 in most cases. This is prob-
ably due to the original corpus composed of 50
hashtags. 100 topics are too detailed. Topic
coherence score decreases as N increases
when K fixed. As N increases, more irrelevant
information tends to appear in the generated
topic keywords.

• Our model outperforms most of baselines ex-
cept for May and June where N20. The rea-
sons are three-fold: RC module processes
the original network structure by distinguishing
the importance of nodes. It guides the path
selection of topic propagation. Multi-grained
text representation relieves the impact of collo-
quial words and determines the contributions
of users to the topic. When the N grows, some
noise words are added and CRTM is sensitive
to noise words. Eq. 20 of coherence score can
also reflect this phenomenon.

• TSCTM outperforms several methods combin-
ing structural information on July. We believe
this may be due to insufficient interaction be-
havior in the July dataset, and TSCTM’s use
of contrastive learning has widened the dis-
tance between words with different semantics,
resulting in an excellent performance in meth-
ods considering only text. The performances
of DGTM are not as high as expected. This is
because the user embeddings in both methods
are based on random walks, which are affected
by network size and social network topology,
and have a certain degree of randomness.
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Table 3: The improvement percentage of two variants in May dataset.

Test Unit K50 K100
N=10 N=15 N=20 N=10 N=15 N=20

information diffusion 34.30% 28.75% 17.94% 38.04% 32.62% 23.16%
multi-grained text 23.05% 18.06% 11.38% 21.79% 19.25% 14.87%

4.6. Ablation Study
CRTM (-information diffusion) gets poor coher-
ence scores in almost all ablation experiments. It
demonstrates the effectiveness of the RC module
is stronger than multi-grained text. In order to fur-
ther explore the specific impact of two variants on
performance, we compare variants in Table 3. With
the rise of N , the performance improvements of
both variants drop. It indicates further information
diffusion and multi-grained text are both sensitive to
noise words. The diffusion mechanism is more af-
fected may be because it is more focused on words
with a higher probability of topic words. And the
improvement effect when K50 is lower than that
when K100, indicating that the RC module is more
effective when the topic is more detailed. When
K50 and N = 20, the performance improvement
percentage of multi-grained text representation is
the lowest, only 11.38% of the original model, in-
dicating that the combination of multi-grained text
and information diffusion can better complement
each other.

4.7. Parameter Analysis
Heat Kernel (HK) (Kondor and Lafferty, 2002) and
Personalized PageRank (PPR) (Page et al., 1999)
are two classic graph diffusion convolution cases.
They are mainly used and compared in our experi-
ment. Weighting coefficient θHK

k = e−t tk

k! with the
iteration time t in the HK and θPPR

k = α(1 − α)k

with the transition probability α ∈ (0, 1) in PPR. We
sparse the matrix from two aspects. One is se-
lecting nodes in the top N t importance rankings.
And the other is setting a threshold eps and delet-
ing the edges whose weight coefficient does not
exceed eps. The best values of N t and eps are
affected by the dataset and diffusion approach. We
utilise Bayesian optimization to find their best val-
ues. We verify the impact of N t on sparsity in
Fig. 4(c). When t is 6, the information diffusion is
the most sufficient. If t is greater than 6, overfitting
will occur. If α is less than 0.4, the information re-
ceived by searching instead of spreading in social
networks will decrease, and the performance will
fall. α too large may bring serious deviation. There
is no significant difference in the best topic coher-
ence score of PPR and HK. Under both diffusion
methods, the sparsized nodes have the highest

coherence score in the top 70%, indicating that the
nodes obtained by HK and PPR have roughly the
same ranking. In addition, the coherence score
curve has a slighter fluctuation range under t than
under α, which indicates that HK is more stable.

5. Case Study

To get an intuitive understanding of extracted top-
ics, we design an experiment to visualize the top 10
words about “MI press conference" induced by the
different models when K = 50, depicted in Tab.4.
Due to the limited space, we choose representative
models that analyze content (LCTM) and integrate
social context (IATM) as competitors respectively.
Red and italic words are considered to have low
relevance to the topic. We have the following ob-
servations:

Table 4: TOP 10 topic words for the latent topic “MI
PRESS CONFERENCE".

Model Top 10 Topic Words

LCTM 收件人,价格,身体乳,可能,香草,员工,
星期一,胳膊,新品,流量

IATM 手表, Apple(手机),程序,专家 ,手机,
预定,雷军(老板),宝宝,帮忙,按

CRTM 欢迎,免费,太棒了,勇气,徕卡,
退钱,在售,支持,高端机,竞争

• In the given example, the top 10 topic words
computed by our method are the best, IATM
is slightly worse, and LCTM is the worst. “Re-
cipient", “lotion", “vanilla" and “arm" in LCTM’s
inference are less related to the topic. LCTM
introduces latent concepts to train word em-
bedding which produces noise. It can be seen
that IATM also infers irrelevant words, such as
“procedure”, “expert” and “baby". IATM makes
full use of context with the aid of the original
social structure. It ignores that the relationship
includes different intimacy, so it loses many
details.

• The top words obtained by our model are the
most relevant to the topic. Because we con-
sider the changes in the relationship, we can
better simulate the selective propagation pro-
cess, and capture diverse concerned aspects
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Figure 3: Visualization of the continuous social network.

Figure 4: The performance trend under the combination of diffusion and sparsification method. Test on
the May dataset with the K50 and N10. N t takes the first 70%, and eps takes 0.001 in (a)(b). t = 6 and
α = 0.4 in (c).

of the topic. “Popular" and “great" focus on the
audience’s reaction. “Leica" and “high-end"
focus on the quality of products. “Refund" and
“on sale" focus on the purchase and other ser-
vices.

6. Visualization of Social Network

In order to more intuitively display the structural
changes of social network in RC module, we ran-
domly select 300 users from the May dataset. Orig-
inal social network graph in Fig. 3(a). Fig. 3(b) is
network after information diffusion. There are edge
connections between any two nodes, and the node
color represents the average intimacy. Fig. 3(c)
is the sparse social network after removing edges
whose weight is less than eps.

7. Conclusion

We propose a Continuous Relational Diffusion
driven Topic Model (CRTM) with multi-grained text
for Microblog. Information diffusion with intimacy
supplements context and alleviates data sparsity to

a certain extent. Multi-grained text representation
reduces the impact of informal expression. GCNs
are used to integrate the structure embeddings with
intimacy and hierarchical text embeddings. At the
same time, VAE generates more coherent topics.
Furthermore, we conduct extensive combination
experiments and perform parametric analysis. Ex-
perimental results demonstrate the effectiveness
of CRTM.

8. Limitations

Although our model obtains satisfying results, it also
exposes some limitations. First, since the difficulty
of obtaining data, we mainly carry out relevant ex-
periments and analysis on Microblog datasets. In
the future, We plan to comprehensively evaluate
our model on more datasets, including datasets
from other social platform. Second, the method
used in this article takes coherence as the only
objective evaluation indicator, but the downstream
application of the topic model is very extensive.
Coherence alone cannot effectively reflect the prac-
ticality and diversity of the topic words. In future
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work, we will attempt to explore the performance of
topic models from the perspective of interpretability
to help downstream tasks better utilize topics.
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