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Abstract

Code-mixing has become mainstream in the modern, globalised world and affects low-resource languages, such
as Latvian, in particular. Solutions to developing an automatic speech recognition system (ASR) for code-mixed
speech often rely on specially created audio-text corpora, which are expensive and time-consuming to create.
In this work, we attempt to tackle code-mixed Latvian-English speech recognition by improving the language
model (LM) of a hybrid ASR system. We make a distinction between inflected transliterations and phonetic
transcriptions as two different foreign word types. We propose an inflected transliteration model and a phonetic
transcription model for the automatic generation of said word types. We then leverage a large human-translated
English-Latvian parallel text corpus to generate synthetic code-mixed Latvian sentences by substituting in generated
foreign words. Using the newly created augmented corpora, we train a new LM and combine it with our existing
Latvian acoustic model (AM). For evaluation, we create a specialised foreign word test set on which our meth-
ods yield up to 15% relative CER improvement. We then further validate these results in a human evaluation campaign.

Keywords: code-mixing, speech recognition, inflected transliteration, parallel data, language model

1. Introduction

It has become increasingly popular for Latvian (L1)
speakers to use English (L2) words in their speech.
This is especially the case for younger generations
or among technical field experts, where the former
consume more and more of completely English-
dominated multimedia and the latter struggle with
frequent absence (or lack of knowledge) of highly
specialised Latvian terms within the specific field.

During speech, word substitution is performed
by either pronouncing the actual English word or by
adapting it to the Latvian grammar rules (typically
by adding endings and inflexions). We will use the
term "phonetic transcription" for the first case, and
call the latter "inflected transliteration” because new
loanwords are being coined. In both cases, recog-
nition of said words poses a challenge to automatic
speech recognition (ASR) systems, especially hy-
brid ones, which consist of an acoustic model (AM)
and a language model (LM) and remain popular in
the industry. Even if the AM manages to correctly
recognise foreign phonemes (which is possible if
there is a significant overlap between L1 and L2
phonemes), the LM will still struggle with both in-
flected transliterations and phonetic transcriptions,
as they are poorly represented in most training cor-
pora. This results in low context-level probabilities
and leads to the rejection of the correct hypotheses
during decoding. The same data sparsity prob-
lem also applies to end-to-end neural network ASR
models, though character or subword end-to-end
models are typically much better at producing un-
seen words.

Probably the best possible solution would be the

creation of new training corpora which cover both
phenomena. ldeally, this would also include au-
dio data for AM training. However, this is a very
time-consuming and expensive process. Moreover,
there will always be some highly specialised field
terms which the existing data will not cover.

We, therefore, focus our attention on improving
the language model performance by proposing a
data augmentation method for enriching Latvian LM
training corpora with automatically generated En-
glish phonetic transcriptions and/or inflected translit-
erations. More specifically, two models are devel-
oped - a model for inflected transliteration gener-
ation, as well as a model for phonetic transcrip-
tion generation. We then propose a pipeline for
said model usage on a parallel English-Latvian cor-
pus to perform contextually aware substitutions of
inflected transliterations and/or phonetically tran-
scribed words. The resulting augmented corpus is
used to train a new LM, which demonstrates con-
sistent improvement in foreign word recognition in
a hybrid ASR system.

The problem is not unique to Latvian. The same
problem applies to Lithuanian, Estonian, and many
other languages. Therefore, while in this paper we
focus on English and Latvian only, we believe that
our results and proposed method can be useful for
other language pairs.

2. Related Work

Code-switching in ASR has been an active re-
search area for many years. The first efforts in-
cluded a multi-pass approach (Lyu and Lyu, 2008),

3469

LREC-COLING 2024, pages 3469-3479
20-25 May, 2024. © 2024 ELRA Language Resource Association: CC BY-NC 4.0



where language boundary detection (LBD) is used
to divide the input utterance into segments that are
language-homogeneous. Then, a corresponding
language-dependent ASR model can be used on
each segment. This approach has a number of lim-
itations: the performance is bounded by language
identification accuracy, segmentation introduces
context-breaking and degrades recognition quality,
and, finally, it requires training and running several
independent ASR models.

Researchers then opted for a one-pass ap-
proach, where one common ASR system - is ca-
pable of recognising such mixed speech. This ap-
proach necessitates the creation of relevant lan-
guage resources and code-switched speech data.
For example, Hamed et al. (2022) addressed the
code-switching ASR by creating a code-switched
speech corpus for training models for dialectal low-
resource Arabic-English speech recognition.

However, the manually annotated code-mixed
data is frequently insufficient to train a high-quality
ASR model. Therefore, researchers investigate au-
tomatic data augmentation with foreign words, e.g.
Yu et al. (2023) explore using parallel Mandarin-
English text to perform English word substitutions
based on Mandarin word frequency. Synthetic
parallel data is obtained using neural-machine-
translation (NMT) and word alignments are esti-
mated using statistical methods. Text-only data
is then injected into an end-to-end (E2E) model
by cross-modality learning or is used in combina-
tion with Text-to-Speech (TTS) to create a synthetic
audio-text corpus. Experiments show substantial
rWER improvements over non-augmented base-
line E2E models.

Similarly, Punjabi et al. (2019) explore code-
mixed text corpus generation from a synthetic par-
allel English-Hindi corpus obtained using NMT, but
propose word alignment estimation based on the
NMT model’s attention weights. Substitution is then
performed based on Hindi word frequency. Results
show perplexity and word error rate improvements
for an augmented hybrid-ASR system using a DNN-
HMM acoustic model and an n-gram LM.

Finally, Pratapa et al. (2018) also use NMT to
generate a parallel text corpus, but synthesise the
code-mixed corpus on sentence level, by leverag-
ing Equivalence Constraint theory. Their experi-
ments show a reduction of perplexity for the newly
trained recurrent neural network (RNN) LMs.

While previous studies on code-mixed text aug-
mentation have made use of NMT-generated par-
allel corpora (Yu et al., 2023; Punjabi et al., 2019;
Pratapa et al., 2018), we improve on that by utilising
a large human-translated parallel English-Latvian
corpus. Furthermore, we observed that proposed
word substitutions typically involve only the original
word or occasionally its phonetic transcription. In

our study, we perform substitutions using inflected
transliterations and phonetically transcribed words.
Finally, it should be noted that most of the previ-
ous work performed word substitution based on
word frequency in the target (L1) language (e.g.,
Hindi in Punjabi et al., 2019). Since we are using
parallel corpora individual word frequencies across
L1 and L2 are almost identical and as we have a
more robust English word IDF resource available,
we instead focus on identifying substitution pairs
based on word frequencies in the source, English,
language.

3. Method

We begin this section by describing the hybrid ASR
system that will be used to carry out the experi-
ments. We then focus our attention on the two pro-
posed models — the inflected transliteration model
and the phonetic transcription model. Finally, we
introduce the pipeline for LM training data augmen-
tation by leveraging parallel data and the two pro-
posed models.

3.1. Hybrid ASR System

Our baseline Latvian ASR system is a Kaldi (Povey
et al.,, 2011) based hybrid ASR system, which uses
a sub-word approach to tackle the vocabulary size
problem of a highly inflective language. It is de-
signed to recognise sequences of right-marked
BPE sub-word units following the approach by Smit
et al. (2017), which then are reconstructed into full
words during post-processing.

The acoustic model is a hybrid hidden Markov
and a Time-delay deep neural network (TDNN)
model, which is trained on LSRC (Pinnis et al.,
2014), LSDC (Pinnis et al., 2016) and SAEIMA
(Salimbajevs, 2018) speech corpora (about 300h
in total, ~ 1, 500h after speed and reverb augmen-
tation (Ko et al., 2015)). The model is trained to
output Latvian letters directly instead of phonemes,
as it was empirically found that such an approach
improves both accuracy and robustness.

Our baseline uses a 4-gram model trained for
specially pre-processed texts for language mod-
elling. It is filtered to contain only characters from
the Latvian alphabet, punctuation removed and all
words are lowercased. Numbers are converted to
words, while abbreviations are spelled out using a
previously constructed abbreviation dictionary. Fi-
nally, word splitting is performed using byte-pair
encoding (BPE). This allows the model to cover all
possible word inflexions and variations with a fixed
vocabulary.

Since our proposed method is text augmentation
for LM, the hybrid ASR approach seems a natural
choice, as it allows to isolate the language mod-
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elling component. Also since Latvian is a limited
resource language, training a heavier Transformer-
based hybrid architecture or a full E2E system, has
proven to be challenging and not always results in
outperforming Kaldi-based system.

We also opted out of training RNN or Transformer
models as initial testing suggested only minor dif-
ferences with respect to n-gram models, and the
result was not worth the increased training and test
times.

3.2. Inflected Transliteration Model
Although some transliteration models are presented
in the scientific literature (e.g. Le and Sadat, 2017;
Kundu et al., 2018), they generally fail to consider
word inflexions. Furthermore, there are no mod-
els developed specifically for the English-to-Latvian
case. In this subsection, we propose an English-to-
Latvian transliteration model capable of generating
inflected transliterations according to Latvian gram-
mar.

Nouns, pronouns and adjectives in Latvian have
seven cases: nominative, genitive, dative, ac-
cusative, instrumental, locative, and vocative. Ad-
ditionally, their inflexion depends on the number
(singular or plural) and gender, of which there are
two. The Latvian verbal morphology is even more
complex, as verbs are organised in five conjuga-
tion classes having six tenses, five moods and two
voices.

A desired transliteration process would, there-
fore, include inflecting the English source word the
same way the target Latvian word (which is being
replaced) was inflected in a given sentence. An
example is provided in Table 1.

Most of the information necessary for correct
inflexion can be gathered from the original target
word itself, but some ambiguities can only be re-
solved by providing context. One option would be
to train a sentence-level model, but that would re-
quire relatively large amounts of data and result in
a bigger and slower model. Additionally, it would
constrain the model input to sentences, which is
undesirable if the end goal is a single word-to-word
transliteration. Instead, we train a character-level
model on target-source (L2-L1) word pairs and pro-
vide (along with the source word in input) a part-
of-speech (POS) tag of the expected inflexion of
the target (Latvian) word by utilising our existing
POS tagger. For Latvian, tags are positional, con-
sisting of 28 characters describing the full morpho-
syntactic description (e.g. number, person, gender,
etc.) of the word. This necessitates the creation of
a Latvian-English inflected transliteration dictionary
to be used as training data.

3.2.1. Inflected transliteration Dictionary

In order to extract the inflected transliterated dictio-
nary, we used a proprietary parallel English-Latvian
corpus, which is typically used to train neural ma-
chine translation systems. The inflected translitera-
tion word dictionary was created as follows:

1. First, the corpus was cleaned, normalised, fil-
tered, and pre-processed (tokenised and true-
cased) using methods and tools from Pinnis
et al. (2018).

2. Then, both English and Latvian sides were
lemmatised using part-of-speech taggers for
Latvian and English. We used averaged per-
ceptron classifiers by Nikiforovs'.

3. After lemmatization, we performed word align-
ment using eflomal (Ostling and Tiedemann,
2016).

4. Then, we extracted source-to-target and target-
to-source lexical translation tables using the
word alignments with the help of scripts from
the Moses toolkit (Koehn et al., 2007).

5. Finally, we filtered resulting noisy probabilis-
tic dictionaries, using the FilterGizaDictionary?
(Aker et al., 2014) tool. This tool filters noise
(e.g., stop-words paired with content words,
punctuation or numerals paired with words,
etc.) and as a side-product produces inflected
transliteration dictionaries. A pair of source
and target words are assumed to be translit-
erations if both words are longer than three
letters and they have a similarity score greater
orequal to 0.7. To calculate similarity, we trans-
form the Levenshtein distance (Levenshtein,
1966) between stemmed variants of the two
words into a similarity metric.

3.2.2. Architecture and Training

We trained machine inflected transliteration sys-
tems using the Marian neural machine translation
(NMT) toolkit (Junczys-Dowmunt et al., 2018). The
models are Transformer Base (Vaswani et al., 2017)
neural networks with six encoder and six decoder
layers and tied embeddings. We apply a dropout
of 0.1 between the transformer layers, the attention
layers, and the feed-forward layers. For training,
we use the Adam (Kingma and Ba, 2015) optimiser
(B1 = 0.9, By = 0.98, and € = le — 9) and apply
gradient norm clipping to 5. We use a learning
rate of 1le — 4 and apply a learning rate warmup of
16000 updates, and then decrease it using inverse
square root scheduling. For decoding, we apply a

'https://github.com/pdonald/latvian
2https://github.com/pmarcis/dict-filtering
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Dict. form (LV) Example inflexion

Inflected form (LV)

Dict. form (EN) Translit. (LV)

verb, present,
third person,
indicative

nozélot

nozélo

regret regreté

participle, past,
masculine,

sing., nominative,
indefinite adjective,
active voice,
reflexive

iedomaties

iedomajies

imagine imaginéjies

adjective,
masculine,

plural, nominative,
comparative degree,
indefinite adjective

skaidrs

skaidraki

improved impruvétaki

Table 1: Example of transliterations with inflections from English to Latvian

maximum target length factor of 1.5 and normalise
the translation score with a coefficient of 0.6.

In our experiments, the maximum input se-
quence length was set to 25. This allowed us to
cover 99.9% of input data. The vocabulary of the
machine inflected transliteration system consists
of 38 letters, the apostrophe symbol (for English
words), 865 different morpho-syntactic tags (for var-
ious inflexions of words in Latvian), the unknown
token symbol ‘<unk>’ and the sentence (i.e., word
for machine inflected transliteration) ending symbol
R

Considering that the task is simpler than trans-
lation (e.g., the entire vocabulary contains only
906 entries, the sequence lengths are rather small,
and inflected transliteration may require only subtle
changes to the input), we performed validation af-
ter 100 updates (instead of 1000 to 10000 typically
applied for translation), and applied early stopping
after failing to improve the cross-entropy loss for
ten consecutive validation steps. Furthermore, we
used a workspace of 4500 MB and allowed Marian
to determine the mini-batch size automatically so
that it fits in the workspace. All other parameters
were default parameters of the Marian NMT toolkit®.

3.3. Phonetic Transcription Model

For phonetic transcription generation, we propose
a model for mapping English words to Latvian via
phoneme conversion. An alternative (worse) so-
lution would be to augment the training corpus by
substituting L1 (Latvian) words with the actual L2
(English) words. However, this poses a challenge
for the AM, which is able to recognise only words

3For precise default parameters, re-
fer to Marian code base at the commit
4dd30b5065efbab1fc044e9dc4303205¢c9d2ac53

written in the Latvian alphabet. This means that
it won’t be able to output words with English let-
ters "g", "x", "y", and "w". Fine-tuning the acoustic
model would require English or code-mixed audio-
text corpus and would defeat the general aim of this
study. Therefore, we opt for using phonetic tran-
scription instead, allowing the AM to operate on
L1 (Latvian) phonemes. This means that the pro-
duced sub-words will be also more likely to have
overlap with existing L1 vocabulary. If sub-word
level overlap is high, this also has the added bene-
fit of improving the generalisation capability of the
model.

3.3.1. English-IPA-Latvian Phoneme Mapping

To the best of our knowledge, there are no available
complete English-to-Latvian phoneme maps. Fur-
thermore, the overlap between said phonemes is
low, as evident from IPA tables. One possible solu-
tion is to learn and perform the mapping implicitly by
training a neural model on word-transcription pairs.
This, however, would necessitate the creation of a
phonetically transcribed word dictionary, similar to
the one described in 3.2.1, but the phonetic tran-
scriptions would have to be generated manually. A
more appealing approach is to try to make use of
an intermediary phoneme set, such as the Interna-
tional Phonetic Alphabet (IPA) (Smith, 2000) and
pursue a pivot-based conversion - English-to-IPA-
to-Latvian.

Mappings for English-to-IPA are well docu-
mented and exist as numerous internet resources,
with the most complete one available as a help
resource for transcription creation in Wikipedia®*.

Somewhat contrary, there are no complete map-
pings or tools available for Latvian-to-IPA, but a

“https://en.wikipedia.org/wiki/Help:IPA/English
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comprehensive compilation based on the work by
Nau (1998) is also available as a Wikipedia help
resource®.

When comparing both mappings on the IPA level,
it becomes clear that the overlap is not complete.
We, therefore, propose our own additions to form a
complete English-to-IPA-to-Latvian mapping, which
we published on GitHub®.

3.3.2. Model Implementation

There are numerous rule-based and neural network
solutions (e.g. Rosca and Breuel, 2016) available
for English-to-IPA conversion. In this work, we will
adopt a rule-based solution due to its ease of use
and faster overall development time. In particular,
for English-to-IPA conversion we will make use of
eng_to_jpa’ python package. Conversion from the
generated IPA phonemes to Latvian can then be
performed using a simple look-up table, based on
our English-to-IPA-to-Latvian chart. A conceptual
example of the proposed model is shown in Table 2.

Input (EN) IPA Output (LV)
moonlight ‘mun lart munlait
phonetics fo'netiks fanetiks

explanation eksplo'nerfon eksplaneiSen

Table 2: Example of phonetic transcription model
inputs and outputs

3.4. Corpus Augmentation Pipeline

Our starting point is aligned hand-translated par-
allel English-Latvian (L2-L1) corpus, with the goal
of creating a Latvian corpus for LM training aug-
mented with inflected transliterations and/or pho-
netic transcriptions. By performing word substitu-
tions on aligned parallel word pairs, we solve the
translational ambiguity that can arise from having
just the target word and using only a dictionary. This
results in lower context-breaking for our synthetic
code-mixed sentences. With this in mind, the pro-
posed augmentation pipeline can be summarised
as follows:

1. Extract words of interest (candidate source
words): In order to compile a list of candidate
L2 words for inflected transliteration or pho-
netic transcription, we start by acquiring an
inverse document frequency (IDF) table using
the L2 side of the parallel corpus. We treat
each sentence as a separate document when

Shttps://en.wikipedia.org/wiki/Help:IPA/Latvian

Shttps://anonymous.4open.science/r/code-mixed-
ASR-26DC/tools/ipa2lv_alphabet.yaml

"https://github.com/mphilli/English-to-1PA

3473

. Generate

calculating the IDF scores. We filter out all
exceedingly rare words (e.g., named entities,
misspelt words, foreign words, etc.), as those
are unlikely to appear in the spoken language
of L1. This is done by discarding all words
with IDF > 12.5. Similarly, we are interested
in removing overly common (functional) words
(such as prepositions, conjunctions etc.) as
those have either been already assimilated into
Latvian or are not usually substituted. This is
done by applying a stop-word filter. For this, we
use the stop-word file published by Pinnis et al.
(2012). A similar result can also be achieved
by applying an upper bound on the word IDF
scores.

. Filter parallel corpus based on alignments:

Both inflected transliteration and phonetic tran-
scription models are designed to work on one-
to-one word pairs, so using forward and back-
ward alignments, we discard all sentences that
have one-to-many word alignments. Perform-
ing substitution on such words would also in-
crease the possibility of context breaking and
is, therefore, overall undesirable.

. Generate POS tags for L1: POS tags are re-

quired as input for the inflected transliteration
model and are therefore generated for Latvian
(L1) sentences using our proprietary POS tag-
ger. This step can be omitted when choosing
to use only the phonetic transcription model
for corpus augmentation.

. Extract source-target word pairs from par-

allel corpus: We match candidate L2 words
from step 1 to their target counterparts in the
filtered parallel corpus using alignments. The
matched pairs are stored alongside the L1
POS tag and the corresponding L1 sentence
for later substitution.

. Filter source-target word pairs using Lev-

enshtein distance: In order to avoid
re-transliterating or re-transcribing words
that already have an existing transliter-
ated/transcribed version in Latvian, we filter
the extracted L2-L1 word pairs based on a
similarity score. This is done by calculating
the Levenshtein distance on stemmed pairs,
and all pairs with the similarity score > 0.7 are
discarded.

inflected translitera-
tions/phonetic transcriptions: Cleaned
L2-L1 pairs are fed into inflected transliteration
and/or phonetic transcription models to
generate words for corpus augmentation.

. Filter transliterated output: Inflected translit-

eration model output is re-cleaned by once



again calculating stemmed Levensthein dis-
tance. This time, we discard all pairs that have
a similarity score of < 0.5, with the aim of re-
moving bad transliterations. This step should
be omitted for the phonetic transcription model
outputs as there is generally lower character
overlap between the source and phonetically
transcribed words. Additionally, the phonetic
transcription model is not a neural network,
and the quality of its outputs does not vary
but simply reflects the quality of the phoneme
mappings.

8. Substitute generated words back into L1
corpus: Foreign word component of the fil-
tered L1-transcription/transliteration pairs is
substituted back into the corresponding L1 sen-
tences that were obtained from the parallel
corpus. As there is usually more than one
possible substitution per sentence, one can
either sample substitutions according to some
probability distribution or perform one substi-
tution per sentence. In our experiments, we
focus on the latter, as sampling and perform-
ing multiple substitutions per sentence did not
show substantial improvements during initial
testing. This means that, for example, for an
L1 sentence that has three possible distinct
substitutions, we create three copies of it in
the augmented corpus, each containing one
of the respective substitutions.

3.5. Evaluation Corpus

While both inflected transliterations and phonetic
transcriptions are very common in spontaneous
and colloquial speech, such datasets are quite rare,
which is a significant challenge not only for the train-
ing of any models but also for testing. Moreover,
such a dataset should contain both audio and text.

For example, most of the popular, publicly avail-
able Latvian corpora, such as Mozilla Common-
voice by Ardila et al. (2020), have low representa-
tion of both inflected transliterations and phonetic
transcriptions and do not provide the respective
annotations. We, therefore, set out to create our
own small testing corpus, with the aim of having
substantial representation of both inflected translit-
erations and phonetic transcriptions, at least one
(but not necessarily both) per utterance.

We use our internal researcher meeting record-
ings as a source of code-mixed and transliterated
speech. These recordings often reference domain
terminology, papers, conferences or publications
in English. We started with three hours of internal
meeting audio that is deemed fit for public release
and extracted utterances of at least 3 seconds in
length. This resulted in 210 final utterances to-
talling a little over 13 minutes of speech, with each

utterance containing at least one phonetically tran-
scribed or transliterated word. The created cor-
pus contains ~ 9000 characters and roughly 1800
words. There are 178 phonetic transcriptions and
123 inflected transliterations, or 9.8% and 6.8% of
total words, respectively.

As annotating phonetic transcriptions is an inher-
ently subjective task, we create two versions of the
new corpus - one where English words are left in
English, named text f eng, and one where they
are subjectively transcribed to the best of the anno-
tator’s judgement, named text_f. Inflected translit-
erations are left untouched as they are, after all,
English words that have been adapted into Latvian.
The character count between the two corpora re-
mains almost the same. Both versions of the code-
mixed corpus are made available in the previously
mentioned Github repository.

4. Experimental Setup

This section describes the performed experiments
and their respective setups. We performed one
experiment per each of the proposed data augmen-
tation methods and one for the combination. The
overall aim is to test improvements in foreign word
(i.e. inflected transliteration and phonetic transcrip-
tion) recognition in ASR by retraining the LM using
an augmented corpus.

4.1. LM Corpus Augmentation

We use a proprietary 19 M sentence English-
Latvian parallel corpus as a starting point. We
apply the data augmentation pipeline described in
Subsection 3.4 using both inflected transliteration
and phonetic transcription models.

To keep the experiments consistent across meth-
ods, we first performed inflected transliteration gen-
eration, which involves several extra filtering steps,
and then ran the phonetic transcription model on
the filtered source words from step 7 in the pipeline.
This guarantees that the augmented corpora pro-
duced by each of the methods have the same
unique source words and corresponding parallel
sentences. Then, the only difference between them
is the nature of the substituted words, i.e. they
are generated by either the phonetic transcription
model or the inflected transliteration model.

After step 7 of the augmentation pipeline, we
were left with ~ 1.6 M unique substitution word
pairs and almost 6 M unique base sentences (i.e.
sentences with available substitution pairs). Per-
forming the substitution brought this number to a
total of 18.5 M training sentences for each of the
data-augmented corpora. This means that roughly
2/3 of training sentences in each of the corpora
differ only by a single word. We add an additional
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Original sentence

Substitution pair

Augmented sentence

Veértibai nav pieskirts nokluséjums

Veértibai nav pieskirts nokluséjums

pieskirts - asignéts
(inflected transliteration)
pieskirts - asaind
(phonetic transcription)

Veértibai nav asignéts nokluséjums

Vértibai nav asaind nokluséjums

Table 3: Examples of training sentence augmentation with English word "assigned" using both of the
proposed methods. The original sentence translates to "Value has no default assigned.”

# substit. words # base sent.

# sent. with substitutions # total sent.

Baseline - 6 M
Transliterated 1.6 M 6M
Transcribed 1.6 M 6 M
Combined 3.2M 6M

- 14 M
18.5M 26.5M
18.5M 26.5M

37M 45 M

Table 4: Summary of created augmented corpora for LM training

8 M sentences non-augmented from the Latvian
WebNews corpus, bringing the total training sen-
tence count to 26.5 M. This is done to bolster the
training corpus with non code-mixed sentences and
increase domain coverage. An example of the en-
riched training sentences is shown in Table 3 and a
detailed summary of the produced corpora is avail-
able in Table 4.

4.2. Baseline

To test the success of our approach in improving
foreign word recognition, we created a baseline
non-augmented training corpus. To ensure that the
baseline corpus has the same language coverage,
we use the same previously mentioned 6 M base
sentences and the same 8 M sentences from the
Latvian WebNews corpus. This brings the total
unique sentence count of the baseline LM training
corpus to 14 M. While this is significantly lower
than the augmented corpora, the general language
coverage remains about the same, as the majority
of the new sentences in the enriched corpora only
differ by a single word.

4.3. LM Training

We train a total of four LMs - one for each of the
corpora described in Table 4. Training is consistent
with the setup described in Subsection 3.1 and
features a 4-gram model. We opted out of training
RNN LM models as initial testing suggested only
minor differences with respect to n-gram models,
and the result was not worth the increased training
and test times.

4.4. Decoding & Evaluation

To complete the experimental setup, we combine
the trained LMs with the AM described in Subsec-
tion 3.1, thus forming four complete hybrid ASR

systems for Latvian - baseline, transliterated, tran-
scribed and combined.
We then performed the following experiments:

« Automatic evaluation of the overall ASR
quality: The newly created foreign word eval-
uation corpora described in Subsection 3.5
were decoded using each of the ASR systems.
Here, we focused on mainly %CER metric, as
the word error rate for a corpus of ~ 1800 total
words can be considered too inaccurate.

+ Semi-automatic evaluation of only inflected
transliteration and phonetically transcribed
word ASR quality: We manually extracted the
foreign words from both test f and test f eng
corpora and aligned them with the produced
hypotheses.%CER was then calculated on
the individual aligned words. Results were
considered by foreign word type, i.e. looking
at inflected transliterations and phonetic tran-
scriptions separately. This experiment was
designed to examine performance improve-
ments in greater detail. Additionally, we aimed
to highlight the differences in phonetic tran-
scription and inflected transliteration recogni-
tion between data augmentation methods.

+ Semi-automatic evaluation of other word
ASR quality: We removed the manually ex-
tracted foreign words from the produced hy-
potheses and respective references. %CER
was then calculated to look at performance
degradation in general language.

+ Manual evaluation of only inflected translit-
eration and phonetically transcribed word
ASR quality: Recognising the limitations of
a small testing corpus, we also performed a
manual blinded evaluation on the individually
extracted foreign words. The foreign word hy-
potheses from the three data-augmented mod-
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els, namely transliterated, transcribed, and
combined, were compared against the base-
line hypothesis (but not the reference). Each
comparison was then judged to be strictly bet-
ter than the baseline, strictly worse or the base-
line was deemed good enough from the start.
For evaluation, we employed two Latvian na-
tive speakers with expert background in lin-
guistics.

5. Results & Discussion

We first discuss the results obtained from decoding
the full evaluation set, shown in Table 7.

For both versions of the dataset, all of the pro-
posed augmentation methods show minor improve-
ments in character error rate, with the largest in-
crease of 1.4 %rCER when using phonetic tran-
scription augmentation on fest f. An exception to
this is the combined augmentation, which is worse
than the baseline on test_f eng corpus. Despite
being task-specific, both corpora contain only a lit-
tle over 16% foreign words, and thus, low absolute
and relative %CER changes are expected.

We instead focus our attention on Table 5, which
shows more detailed breakdown of foreign word
recognition performance.

It is apparent that franscribed language model
shows the most consistent and substantial improve-
ments across all foreign word types. It is 1.6
%rCER better than baseline on inflected translitera-
tions and 15.4 %rCER better on phonetic transcrip-
tions. The improvement remains substantial also
for English words, roughly 10.0 %rCER, which sug-
gests that the said augmentation method is fairly
stable to annotator subjectivity in creating phonetic
transcriptions. When considering the general do-
main, the performance degradation compared to
the baseline is small, ~ 0.7 absolute %CER and
3.6 %rCER.

Table 5 also shows that fransliterated language
model yields consistent, but minor (1.4 %rCER - 2.8
%rCER) improvements over the baseline on all for-
eign word types. As expected, the performance on
phonetic transcriptions is significantly lower when
compared to franscribed method. However, it is
also interesting to observe that despite including
inflected transliterations in the training corpus, this
model does not outperform transcribed method
on inflected transliteration recognition. Addition-
ally, there is no degradation in the general domain
when compared to the baseline. This result was
rather unexpected and warrants further more ex-
tensive investigation. A possible explanation could
be low frequency of inflected transliteration sub-
words, which could then be alleviated by retraining
the BPE model.

Finally, when considering the combined method,
Table 5 shows that the method mimics transcribed
model performance on phonetic transcriptions but
exhibits larger degradation of 5.8 %rCER on gen-
eral domain words. Additionally, it is the only LM
to show degradation on inflected transliterations,
performing roughly 4.4 %rCER worse than the
baseline. Being a combination of transliterated
and transcribed augmentations, it likely inherits
performance advantages or disadvantages from
both models. At 45 M sentences, combined aug-
mented corpus could also be considered too large
for 4-gram model and could benefit from a higher
order model or a change to RNN architecture.

Moving on to subjective evaluation presented in
Table 6, we can see that both annotators strongly
agree on transcribed and combined models provid-
ing significant improvements in phonetic transcrip-
tion recognition, recognising up to 18 % foreign
words better than the baseline, and only around 3 %
worse. Annotators also agree on model augmented
with transliterations providing modest improvement
on phonetic transcriptions.

However, there is no strong agreement on in-
flected transliterations. While first annotator tended
to prefer the baseline a bit more, the second anno-
tator found data augmented models to be better.

Subjective evaluation results support the previ-
ous objective findings, we see consistent and sig-
nificant improvement on phonetic transcriptions, as
well as small or non-existent improvement on in-
flected transliterations. Both evaluations agree that
model augmented with transcriptions only is the
best model among the tested.

6. Limitations

A general concern with synthetic data, such as
generated foreign words, is potentially poor approx-
imation of real-life domain. For example, not all
of our generated foreign words are used in real
code-mixed speech. Additionally, some foreign
words may be generated in a form that matches
an existing L1 word which can affect the recogni-
tion performance of contexts where said word is
used. Furthermore, since foreign word spelling and
transliteration inflection can differ between speak-
ers, it is possible that synthetic foreign words do
not provide a 1:1 match to the reference or even
a real life scenario, resulting in overall lower pre-
cision of the system. As discussed previously, we
addressed these limitations by sampling candidate
words from a large natural speech dataset, using
post-generation filtration, as well as using human
evaluation to account for possible spelling differ-
ences between the reference and the hypothesis.

Another limitation concerns usage of English
transcriptions for data augmentation instead of real
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Infl. transliterations Phonetic transcriptions English Other words (LV)

Baseline 42.51 61.58 71.86 18.85
Trasliterated 41.92 59.88 70.63 18.85
Transcribed 41.82 52.07 64.69 19.54
Combined 44.37 52.21 65.10 19.96

Table 5: %CER for the four methods on manually extracted and aligned foreign words. The tab other
words shows the performance on test f corpus with manually removed foreign words from both the
references and the hypotheses. Entries in bold highlight the best results; numerically lower results are
better.

Transliterated Transcribed Combined
transl. phon. trsc. transl. phon. trsc. transl. phon. trsc.
— worse 16[13.0%] 5[2.8%] 13[10.6%] 4[2.3%] 19[15.5%] 5[2.8%]
< Dbetter 14[11.4%] 9[5.1%] 13[10.6%] 29[16.3%] 14[11.4%] 30[16.8%)]
o worse  6[4.9%] 5 [2.8%)] 7 [56.7%)] 3 [1.7%)] 12 [9.8%)] 6 [3.4%)]
< better 12[9.8%] 12[6.7%] 14[11.4%] 27[15.2%] 15[12.2%] 32[18.0%)]

Table 6: Total and relative amount of foreign words judged to be better or worse than the baseline for the
three proposed augmentation methods. Tab transl. refers to inflected transliterations, and phon. trsc. to
phonetic transcriptions. Inter annotator agreement between annotators A-1 and A-2 is measured using
Free Marginal Kappa (Randolph, 2005), « = 0.836. Samples were baseline was judged to be good enough
and no positive or negative changes were present in the augmented model hypotheses are excluded from

the table.

test_f test_f eng
Baseline 25.43 27.45
Transliterated 25.27 27.29
Transcribed 25.08 27.41
Combined 25.34 27.62
Table 7: %CER for the four methods on the full test

corpora. Entries in bold highlight the best results;
numerically lower results are better.

English words, which leads to the ASR system also
outputting transcriptions. This is typically not the
desired behaviour, especially during deployment.
We addressed the reasons behind this choice in
Subsection 3.3. However, this issue can be eas-
ily resolved by adding a post-processing step that
maps the output phonetically transcribed English
words back to their true English form using our
proposed English-IPA-Latvian phoneme sets.

7. Conclusion

In this work, we presented a solution to boosting
foreign (English) word recognition in code-mixed
Latvian speech by augmenting the LM training cor-
pus of a hybrid-ASR Latvian system. We identified
suitable substitution pairs in parallel EN-LV textual
data and replaced the Latvian word with a foreign
word generated by our proposed inflected translit-

eration or phonetic transcription models. The re-
sulting augmented text corpora were used to train
new Latvian LMs that were evaluated in a hybrid
ASR setup. We calculated %CER on the specially
created code-mixed corpus. For the LM trained us-
ing the transcription augmentation method, we ob-
served a substantial 15.4% relative CER improve-
ment in phonetic transcription recognition as well
as a small, but consistent improvement in inflected
transliteration recognition. The model trained us-
ing inflected transliteration augmentation yielded
smaller improvements and was outperformed by
the transcribed model in recognition of both foreign
word types. The combined augmentation method
model was not found to produce any improvements
and performed worse than the respective individual
models. The consistency of these findings was rein-
forced by human evaluation and testing on English
(not phonetically transcribed) words.
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