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Abstract

Existing studies of naturally occurring language-in-interaction have largely focused on the two ends of the devel-
opmental spectrum, i.e., early childhood and adulthood, leaving a gap in our knowledge about how development
unfolds, especially across middle childhood. The current work contributes to filling this gap by introducing CHICA
(for Child Interpersonal Communication Analysis), a developmental corpus of child-caregiver conversations at home,
involving groups of French-speaking children aged 7, 9, and 11 years old. Each dyad was recorded twice: once in
a face-to-face setting and once using computer-mediated video calls. For the face-to-face settings, we capitalized
on recent advances in mobile, lightweight eye-tracking and head motion detection technology to optimize the
naturalness of the recordings, allowing us to obtain both precise and ecologically valid data. Further, we mitigated
the challenges of manual annotation by relying – to the extent possible – on automatic tools in speech processing
and computer vision. Finally, to demonstrate the richness of this corpus for the study of child communicative devel-
opment, we provide preliminary analyses comparing several measures of child-caregiver conversational dynamics
across developmental age, modality, and communicative medium. We hope the current corpus will allow new
discoveries into the properties and mechanisms of multimodal communicative development across middle childhood.
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1. Introduction

To be considered fully competent speakers of their
native language, children need to develop not only
theoretical knowledge of various linguistic struc-
tures (e.g., phonology, syntax, and vocabulary)
but also interactive skills that would allow them to
use language appropriately in daily, face-to-face
conversations (Clark, 1996).

Researchers have identified and studied a va-
riety of skills that play an essential role in adult
conversations. These are, therefore, skills that
children are supposed to learn so as to achieve
adult-level mastery, including — among other
things — abilities to manage turn-taking (Levin-
son, 2016; Casillas et al., 2016; Nguyen et al.,
2022), listener’s feedback (Bavelas et al., 2000;
Dingemanse, 2024; Bodur et al., 2023), repair
strategies (Purver, 2004; Dingemanse and En-
field, 2024; Clark, 2018), contingent/coherent re-
sponses (Grice, 1975; Keenan and Klein, 1975;
Bloom et al., 1976; Abbot-Smith et al., 2023) and
interactive alignment (Pickering and Garrod, 2021;
Chieng et al., 2024; Fusaroli et al., 2023; Misiek
et al., 2020; Misiek and Fourtassi, 2022).

From a developmental point of view, the major-
ity of studies have focused on documenting the

precursors of these skills in children’s non-verbal
stages or on their earliest verbal signs, often in
an effort to study their potential role in helping
with children’s language learning (e.g., vocabu-
lary development) in infancy and pre-school (e.g.,
Donnelly and Kidd, 2021; Elmlinger et al., 2023;
Nguyen et al., 2022; Clark, 2018; Masek et al.,
2021; Nikolaus and Fourtassi, 2023).

There is very little work on how children develop
these conversational skills beyond the early years
of language development and how these skills
reach adult-like maturity. Indeed, the few existing
studies point towards a rather protracted develop-
mental trajectory that would span much of middle
childhood and sometimes well into adolescence
(Maroni et al., 2008; Baines and Howe, 2010; Hess
and Johnston, 1988; Sehley and Snow, 1992).

Further, much of the socio-cognitive competen-
cies that are generally understood to underlie con-
versational skills such as mentalizing (i.e., the abil-
ity to infer people’s mental state) and various ex-
ecutive functions such as inhibitory control, work-
ing memory, and metacognition (see Matthews
et al., 2018) undergo significant changes across
middle childhood (e.g., Wang et al., 2016). This
fact invites a much deeper investigation into how
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changes in socio-cognitive skills enable new and
more sophisticated conversational abilities across
the same period.

Towards a naturalistic corpus
Observing conversation under the most natural
conditions is a necessary step to accurately iden-
tifying and characterizing conversational phenom-
ena (Sacks et al., 1974; Schegloff, 1991). Indeed,
conversation is unique in that it involves a pro-
cess of reciprocal monitoring and adaptive adjust-
ments between interlocutors. This process is in-
herently spontaneous and unpredictable; it can-
not be captured entirely with strictly controlled de-
signs; in fact, doing so runs the risk of “compro-
mising the naturally occurring constitution of talk-
in-interaction” (Schegloff, 1996).

That said, well-curated developmental corpora
are scarce; they constitute a notoriously challeng-
ing research endeavor. The major impediment is
the need for resource-intensive manual annota-
tion. This challenge can, however, be mitigated
with recent technological advances both in the
precision of mobile measurement tools (e.g., mo-
bile eye-tracking systems and motion detection)
and in machine learning tools (e.g., in speech pro-
cessing and computer vision). These advances
can be a game changer for the ecological study
of multimodal conversational interaction and its
development. The current work is an attempt to
make full use of these technologies.

We sought to obtain the most naturalistic data
we could. To this end, we made the following deci-
sions in terms of context, task, and measurement
device:

• Ecological context: We recorded conver-
sations involving school-age children talking
with their parents at their homes. Convers-
ing with an experimenter in the lab would
have been less tedious regarding data collec-
tion. It would also have provided some de-
gree of control (i.e., same conversational part-
ner) across children. However, it would not
have been optimal from a naturalistic point
of view: Social interactions are known to
be highly context-sensitive (Dideriksen et al.,
2023; Kleinke, 1986; Risko et al., 2016; Bo-
dur et al., 2023); the way a child would talk
to an experimenter (a stranger) in the lab (an
unfamiliar place) might not be indicative of
their spontaneous behavior under more famil-
iar conditions where they can show more of
their natural competences, namely, their con-
versation with parents at home.

• Intuitive elicitation Task: The goal is to elicit
an exchange that would be as representative

as possible of child-parent spontaneous con-
versations. Researchers have traditionally
used physical prompts to elicit conversations,
such as the maze game, the map task, or
the spot-the-difference tasks (Anderson et al.,
1993; Garrod and Anderson, 1987; Van En-
gen et al., 2010). However, we realized in pi-
loting that such prompts tend to absorb chil-
dren’s attention, making the face-to-face mul-
timodal interaction sub-optimal. Thus, we
opted for an easy and prompt-free elicitation
where the interlocutors play a loosely struc-
tured word-guessing game, switching roles
whenever a word has been guessed (see also
Pincus and Traum, 2016). In addition to opti-
mizing face-to-face signaling, this game also
allowed us to mitigate the social asymmetry
effect: When the interaction is left entirely free
and unstructured, our piloting showed that
parents tend to orchestrate the dialog, often
resulting in imbalanced exchange.

• Light measurement device: We were in-
terested in capturing direct and precise mea-
surements of eye-gaze behavior and head
movement; two behaviors known for their cru-
cial role in regulating conversations and so-
cial interactions more generally (e.g., Kendon,
1967; Hale et al., 2020) and for their relatively
late development into adolescence (Hess and
Johnston, 1988; De Lillo et al., 2021), mak-
ing it relevant to investigate developmentally
across middle childhood. We used mobile
sensors consisting of an eye-tracking sys-
tem, a gyroscope (measuring angular veloc-
ity), and an accelerometer (measuring linear
acceleration). To maintain a high degree of
naturalness, we used recent technology inte-
grating all these sensors into one lightweight
device that looks and feels like normal eye-
glasses (Tonsen et al., 2020), thus making it
less likely to limit/hinder the speaker and also
less likely to distract the listener. This same
device has proven to provide a good measure
of gazing patterns in natural settings in pre-
vious research, including with young children
(e.g., Schroer and Yu, 2023).

Face-to-face vs. Video calls
To better understand the specificities of face-to-
face conversation, we contrast it with another pop-
ular medium of communication: Video calls. We
optimize our ability to draw valid conclusions from
this comparison by adopting a within-dyad design:
The child and parent played the same conversa-
tional game both via video call and face-to-face.
Here again, to make the conversation relatively
naturalistic, the video call conversation takes place
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at home: The caregiver and child used different de-
vices and they communicated from different rooms.
They were instructed to act as if they were commu-
nicating from remote places.

Related corpora

Most existing multimodal corpora of child-
caregiver interaction either used a third-person-
view camera (most corpora in the CHILDES
repository MacWhinney, 2000) or a head-mounted
camera providing an egocentric view of the child
(Sullivan et al., 2021). While these corpora con-
tinue to play a crucial role in the study of language
development (e.g., Vong et al., 2024), they do
not allow clear access to the interlocutors’ facial
expressions and gestures and, therefore, are not
ideal for the specific study of face-to-face interac-
tion. A notable exception is the Ecolang corpus
(Shi et al., 2023), which, however, investigates
child-caregiver interaction at a much younger age.
The closest multimodal corpus to ours, at least in
the age range, is the corpus introduced in Bodur
et al. (2021). This corpus, however, was made
of video calls only and was designed to compare
conversational skills of school-age children to
adults, and not to study development across
middle childhood. Thus, our corpus is, to the best
of our knowledge, the first developmental corpus
(involving three age groups) of child-caregiver
conversations, comparing both face-to-face and
computer-mediated video calls.

The paper is organized as follows. First, we
specify details regarding participants, tasks, logis-
tics, and recording procedures. Then, we describe
data processing steps involving synchronization,
transcriptions, and annotation. Finally, we provide
preliminary analyses comparing several measures
of child-caregiver conversational dynamics across
developmental age, modality, and communicative
medium, showcasing the richness and potential of
the corpus.

2. Recording Methods

2.1. Participants

The target sample is N = 30 of French-speaking
child-caregiver dyads, 10 dyads per age group
(around 7, around 9, and around 11 years old).
Procuring datasets of this nature presents consid-
erable challenges, primarily due to the difficulty in
recruiting volunteers willing to undertake record-
ings with their children in their home environments.
The aim is to strike a balance between obtaining a
feasible sample size and ensuring rich and ecolog-

N Av. Age Parents
5 (F=2) 7;3 (+/- 3.3 months) F = 3
5 (F=3) 9;5 (+/- 3.4 months) F = 3
5 (F=2) 11;3 (+/- 4.1

months)
F = 2

Table 1: The distribution of our 15 dyads across
age groups, children’s gender, and parent’s gen-
der. The children’s average age is given in
years;months (+/- average deviation from the
mean).

ical intra-individual data.1
In the current manuscript, we report processing

steps, annotation, and preliminary analyses from
half of this target sample (15 dyads), amounting to
about 4 hours of face-to-face conversations and 4
hours of video calls. See demographic information
in Table 1).

2.2. Task
Each dyad plays a word-guessing game in which
one of the participants thinks of a word and the
other tries to find it by asking all sorts of questions
(and not just yes-no questions). To make the task
less rigid, each dyad was told to take the freedom
to ask and give hints as they deemed necessary.
After a word had been guessed, the interlocutors
switched roles. The parents were told that they
could stop the game after 10 to 15 minutes and
as long as both had guessed a similar number of
words (to keep the conversation balanced).

2.3. Logistics and Equipment
The video call recording step:

The logistics required from the parents were:

• Two devices: either two computers or a
computer and a tablet/smartphone. If the
family had only one computer, we recom-
mended that the child use it (to optimize
recording stability), while the parent uses the
tablet/smartphone (put in a stable position).
Both devices should be equipped with a func-
tioning microphone and a camera.

• A high-speed internet connection.

• The Zoom software should be installed and
tested on both devices.

1Our previous research shows that samples of this
magnitude, especially when using the task (described
next), provide rich intra-individual data that can be ade-
quate for a wide range of analyses and modeling tasks
(Agrawal et al., 2023; Liu et al., 2022; Bodur et al., 2023;
Goumri et al., 2023; Mazzocconi et al., 2023).
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• Two rooms from which a video call can be
done. These rooms need to be distant
enough so that the child and parent can hear
each other only via the video call (and not
through the walls).

The face-to-face recording step: The logistics
required from the family were only a room and two
chairs.

Additionally, the researcher brought with them
the following equipment:

• 2 wearable devices integrated with eye-
tracking and head movement detection (“pupil
invisible” Tonsen et al., 2020). The device is
lightweight (< 50g). Its size and shape are
very similar to typical eyeglasses (144mm x
48mm X 160mm).

• 2 smartphones Samsung A135 with a 8160 x
6120px camera resolution and a microphone.

• 2 tripods to hold the smartphones while
recording a fixed, frontal view of each inter-
locutor during the conversation.

The main characteristics of the sensors inte-
grated into the Pupil invisible device are:

• Internal Eye Cameras (filming the left and
right eyes) sampled at 200Hz.

• Gyroscope and Accelerometer (to track head
movement) sampled at 200Hz.

• External Scene Camera, sampled at 30Hz
with 1088 x 1080px resolution and a field of
view of 82°x82°.

• A microphone is integrated into the scene
camera component.

2.4. Procedure
Interested families filled out an online form. The
form linked to documents that explained the
procedure in detail (including the required hard-
ware and software) as well as to the documents
related to the consent and data protection forms.
Parents had to agree to the procedure and give
their consent before they could move ahead with
the registration (see also the Ethics section below).

Data collection was done in two steps: 1) video-
call recording, and 2) face-to-face recording,2 as
follows (see also Figure 1):

Video call recording: Parents booked an on-
line appointment with the researcher, via Zoom.

2For practical reasons, these two steps were always
in this order.

During the online appointment, the researcher ex-
plained the procedure for the video recording step,
which is also done using Zoom. He made sure that
a) both the child and parents were well positioned
(fully visible on the screen), b) that there were no
sound issues or echoes (in case the child and par-
ent’s devices were not distant enough from each
other), and c) that both have checked “hide self-
view” and pinned the other interlocutor’s window
on full-screen mode (so the child only sees the par-
ent and vice versa).

The researcher remained in the Zoom conver-
sation while making sure he had disappeared
completely from view. This was achieved by the
researcher turning his camera (and microphone)
off and asking both participants to check “hide
non-video participants.” Once the participants
are ready, the researcher starts the recording
and the dyad starts playing the word-guessing
game. After they are done, the researcher stops
the recording and turns on his camera so that he
can reappear in view. He then congratulates the
child and organizes the next step (face-to-face
recording session) with the parents.

Face-to-face recording: At the end of the
Zoom recording, the researcher and parent con-
vened for a future in-person appointment at the
family’s home. The recording procedure during
the appointment was as follows. The researcher
first makes sure the lighting and chair arrangement
are adequate. Once the interlocutors are seated,
the researcher installs the tripods (with recording
smartphones) behind each interlocutor, verifying
that they capture a clear, frontal view of the other
interlocutor. The researcher helps the participants
wear the Pupil Invisible device, and if necessary,
uses dedicated head straps (by the same manu-
facturer) to tighten it, especially for children. The
researcher calibrated the device before each use:
This was done by asking each participant to fixate
on different objects in the house (without moving
their head) and then adjusting the gaze marker to
match the target object.3 This process was facili-
tated by software allowing real-time streaming – on
a dedicated smartphone – of the gaze data, over-
laid on the egocentric view of the participant (see
Figure 2).

Note that the eyeglasses needed to be cable-
connected to a smartphone for all computation and
storage of the recorded data. While this choice
from the manufacturer can be understood as mak-
ing the device itself less cumbersome, the cable
adds some constraints on movement. In our case,

3In most cases this device did not need adjustment
as it has been manufactured to adapt to each participant
without calibration. We still performed this action before
each use.
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Figure 1: The recording procedure involved 1) video-call recording where the child and caregiver com-
municated from different rooms at home, and 2) face-to-face recording at home using mobile eye-gaze
and head movement detection, in addition to fixed frontal view using cameras on tripods.

Figure 2: Eye-tracking glasses were calibrated be-
fore each use by asking participants to fixate on an
object in the house. The gaze marker (the red cir-
cle) was then adjusted to match the target object,
using real-time streaming of the camera and gaze
signal.

however, both speakers were in a sitting position
and the cable was long enough to allow freedom
of head movements.

Finally, and right before the start of the game,
the researcher makes a clap to provide an audio-
visual marker to help with later synchronization.
The researcher then retreated to a corner (or a dif-
ferent room when possible), telling the participants
he would be busy with a different work-related ac-
tivity – in order to minimize interference or the feel-
ing of being observed by a third person.

3. Data Processing and Annotation

3.1. Synchronization
The Zoom data required no synchronization. As
for the face-to-face data, we had – for each dyad
– 4 streams of audio-visual recordings, 2 for each
participant: (a) the frontal-view recording via the
smartphone’s camera and (b) the egocentric-view
recording via the Pupil invisible device. These

sources were synchronized pairwise based on the
clap marker. This process was further checked by
manually reviewing the resulting videos and verify-
ing that both audio sources were properly synchro-
nized.

3.2. Transcription, Diarization, and
Forced Alignment

After piloting a handful of automatic transcription
tools in the French Language (e.g., Kaldi, Speech
Brain, and Coqui), the software Whisper (Radford
et al., 2023) provided the most promising results
on our data, including for children. Radford et al.
reported a Word Error Rate (WER) of 8.3% for
French on the Fleurs dataset, a score that is gen-
erally considered good quality.

That said, Whisper has some limitations. In
particular, while it produces timestamps, these
are for long segments of speech (corresponding
more to conversational turn segments). Ideally,
we would need a finer alignment at least at the
word level, allowing a more precise analysis of
how the verbal, vocal, and visual components of
speech interact as the utterance unfolds in time.
To this end, we used an augmented version of the
software called WhisperX by Bain et al. (2023);
it provides word-level timestamps using forced
phoneme alignment.

The way we did the transcription differed be-
tween the video calls and face-to-face conditions.
For video calls, Zoom allows recording in a sep-
arate audio channel for each speaker and, there-
fore, bypasses the need for speakers’ diarization
(i.e., who is speaking and when; a classification
that is crucial for accurate transcription of dialog,
especially when there is speech overlap between
interlocutors). A manual investigation of the tran-
scription confirmed their high quality and low error
rate.4

4Note, however, that while Whisper is good at captur-
ing the semantic content, its transcription systematically
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As for the face-to-face recordings, and unlike
the zoom data, it was not easy to reliably iso-
late speech from each interlocutor and create two
separate channels. Even though each speaker
used a separate microphone (integrated into the
eyeglasses), both microphones picked up speech
from both interlocutors. The reasons are (i) the
child and caregiver generally sat close to each
other and (ii) the parents spoke generally louder
than the children did. Therefore, we needed a pro-
cess of diarization. While WhisperX has a mod-
ule for automatic diarization (based on “pyannote,”
Bredin et al., 2020), it did not perform satisfactorily
on our data; so we resorted to full manual labeling
of speakers for each transcribed turn.

The overall transcription of face-to-face data, us-
ing only one channel for both interlocutors, was –
as one would expect – not as high-quality com-
pared to video-call recordings with two separate
channels. In addition, some turns were missing,
such as short responses (e.g., “yes” and “no”), es-
pecially when overlapping with the interlocutor’s
speech. Thus, the automatic transcription of face-
to-face recording was entirely corrected by hand
while watching the recording, including by adding
any missing turns.

3.3. Non-verbal behavior
3.3.1. Continuous data

The face-to-face data provides time series for
both gaze and head movement using the sensors
integrated into the eyeglasses.

• Regarding gaze data, the device has two in-
ternal eye cameras, filming the left and right
eyes. The device uses a pre-trained machine-
learning algorithm to map eye data to a 2D
projection on the egocentric field of view (i.e.,
filmed by the scene camera). The final out-
come is a video showing the view of the per-
son, on top of which, the coordinates of their
current gaze, fixation patterns, and blinks.

• As for head movement, the gyroscope and
accelerometer are used to derive movement
properties of roll and pitch (indicating head
nods and head shakes, respectively) in addi-
tion to translational acceleration.

An important technical question one could
ask here concerns the way fixation detection
is made during head movement. According to
Pupil lab, the device explicitly compensates for

filtered out several forms of disfluency, e.g., “uh” and
“um” (see Radford et al., 2023). Such units can be im-
portant when analyzing dialog; their study in our corpus
would require inserting them back into the transcript by
hand and/or by using specific detection techniques.

the vestibulo-ocular reflex, thus maintaining a
stable rendering of the fixation even during head
movements.

The video-call data: We extracted time-
continuous measures of gaze and head nods
in an indirect fashion. Indirect because the
measures were not the outcome of physical
sensors worn by interlocutors (as in the case of
face-to-face data); but rather, extracted from the
videos using computer vision algorithms, namely
OpenFace (Baltrusaitis et al., 2018). We extracted
gaze coordinates as well as head pose coordi-
nates. To facilitate the ability for future research
to detect nods and shakes, we used the raw head
coordinates to compute rotation velocities along
the x-axis (roll) and y-axis (pitch) across a sliding,
fixed time window of 20 frames.

3.3.2. Categorical characterization of
non-verbal behavior

The above – continuous – non-verbal data are suf-
ficient for the study of several important aspects
of multimodal conversational dynamics, thanks to
time series analysis (e.g., Hale et al., 2020). In ad-
dition to the continuous characterization, a more
categorical analysis can be useful in studying
some non-verbal behaviors, especially the ones
for which clear time boundaries can be defined
(i.e., determining when the behavior begins and
when it ends). One example of such behavior
is “gazing at interlocutor” vs. “averting gaze;” a
categorical signal that plays an important role in
regulating multimodal conversational dynamics
(Kendon, 1967). Our first step was to attempt and
extract these categories fully automatically from
both face-to-face data and Video-call data using
computer vision tools. However, we realized that
manual annotation/checking was still necessary,
especially for the video call data. We proceeded
as follows.

For face-to-face data, this process consisted of
two steps. First, the face of the interlocutor was
detected in the egocentric video using RetinaFace,
a state-of-the-art computer vision algorithm for
face detection (Deng et al., 2020). Second, the
gaze coordinate data (overlaid on the pixel space
of the egocentric video) were used to determine
when gaze fixations intersected with the box.5

5Note that we had to double the size of the area of
interest (face box) from the original size detected by Reti-
naFace in order to account for the following two sources
of variability. First, the distance between interlocutors
varied slightly across dyads, leading to the face appear-
ing slightly smaller or larger in the interlocutor’s view.
The gaze precision being the same in the video pixel
space (see Figure 2), it would tend to capture fewer gaze
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For Video call data: There has been research
to use recent advances in computer vision tools
to categorize looking behavior in video calls (e.g.,
Erel et al., 2023). Such methods perform rela-
tively well for specific age groups (e.g., infants), us-
ing (semi-)experimental settings that constrain and
minimize variability between participants. When
similar (or even more advanced) computer vision
tools are used for naturalistic, unconstrained set-
tings such as ours, they tend to provide good
results on average; they are less reliable at the
level of a single recording, given the high between-
subject variability in naturalistic/unconstrained set-
tings (e.g., Goumri et al., 2023).

Thus, for gaze categorization in video calls, we
resorted to full manual annotation. We used the
coding scheme defined by Bodur et al. (2023)
whose annotated corpus involved children in the
same age group as ours. Thus, we categorized
gaze into “looking at screen” (a proxy for “gazing
at interlocutor”) vs. “looking away.” (a proxy for
“averting gaze”).6 A human annotator first trained
on 80 % of the videos and manual annotation of
Bodur et al. (2023). Then our annotator used
20% of the remaining video of the CHiCO cor-
pus to estimate inter-rater reliability. Since this
required not only assessing agreement on identi-
fication (whether a gaze was detected) but also
agreement on segmentation (start-time and end-
time boundaries), we cannot use standard mea-
sures like Cohen Kappa. Instead, we used the
Staccato algorithm implemented in ELAN (Lücking
et al., 2011), which is more adapted to time-related
data. We ran the analysis with 1000 Monte Carlo
Simulations, a granularity for annotation length of
10, and α= 0.05. The agreement score (known as
the degree of organization) was 0.66. After reach-
ing this relatively good agreement score, our anno-
tator then coded all videos in our corpus.

fixations for the more distant, smaller-appearing faces.
The second source of variability is that, for a few partic-
ipants, we detected a slight, but systematic miscalibra-
tion, leading to their gaze fixation being projected slightly
beside the (original) face box. Doubling the size of the
area of interest allowed us to better control these arti-
facts.

6Note that, this distinction does not map exactly to
“gazing at interlocutor” vs. “averting gaze” in face-to-
face conversations, mainly because the position of the
webcam is not aligned with the face. However, this is
a constraint inherent to most current commercial video
call software and people have had to adapt to it. In
fact, one of the many goals of the current corpus is pre-
cisely to allow future research to investigate how such
constraint may influence gaze dynamics in online con-
versation compared to face-to-face.

4. Analyses

In this section, we provide preliminary analyses
to demonstrate the richness of the corpus for
studying child-caregiver conversational dynamics
across interlocutor (child or caregiver), develop-
mental age in middle childhood (7, 9, 11 years
old), modality (e.g., verbal and non-verbal), and
medium of communication (i.e., face-to-face vs.
video call). The goal is not to provide a thor-
ough scientific study or test specific hypotheses,
but rather, to summarize the main characteristics
of our data using, mainly, high-level measures.

4.1. Methods
For the verbal modality, we quantified: 1) the num-
ber of words uttered, 2) the number of turns taken,
3) the time duration of a word, and 4) the time dura-
tion of a turn. For the first measure, we used the –
manually corrected – automatic transcription. For
the second and fourth measures, we used the turn
boundaries segmented automatically with Whisper
software. For the third measure, we used esti-
mates for each word’s timestamps obtained via the
forced alignment module of WhisperX (see Sec-
tion 3.2).

For the non-verbal modality, we quantified
the proportion of “gazing at the interlocutor” vs.
“averting gaze” in the conversation, following the
methodology outlined in Section 3.3.2, for face-to-
face and video calls.

Note that all these measures can a priori be af-
fected by various sources of variability – that are
not of a developmental or social nature – as is al-
ways the case in naturalistic, largely unconstrained
data. Such sources include, e.g., varying conver-
sation lengths, varying pauses within a conversa-
tion due to unpredictable events, differences be-
tween participants’ hardware or software (for video
calls), and differences in annotation methods (e.g.,
gaze annotation using eye-tracking in face-to-face
vs. manual coding in video calls). To control for
such factors, all measures are calculated relative
to the interlocutor in each conversation. More pre-
cisely, to obtain a normalized measure for inter-
locutor A, we simply divide the original estimate of
interlocutor A by the sum of this estimate and the
estimate from interlocutor B, i.e.,

measureA(normalized) =
measureA

measureA +measureB

The assumption is that external sources of
variability would affect both interlocutors similarly.
Thus, with this normalization, our aim is to tap di-
rectly into the dyadic dynamics and how these dy-
namics are potentially influenced by developmen-
tal age, modality, and medium of communication.
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Figure 3: For each measure, we show a percent-
age; a normalization relative to the interlocutor in
the same conversation. Results are broken down
by interlocutor (child vs. parent), age (7, 9, or 11
years old), and communicative medium (face-to-
face vs. Video call). Dots and ranges indicate the
average and 95% confidence intervals.

4.2. Results and Discussion

Figure 3 shows the results for the verbal modality.
We can make several observations. First, regard-
ing the total number of words uttered in a conversa-
tion, children produced much fewer words; almost
half the number of words produced by their par-
ents. Second, regarding the total number of turns
in a conversation, children also took fewer turns
than the parents – although the difference is not
as large as in the case of words. As for the du-
ration of a single turn, children generally took as
much time as their parents. Finally, we observe a
reliable pattern whereby children’s word utterance
took more time compared to their parents, suggest-
ing that children generally spoke at a slower rate.

Note that these verbal measures are not to-
tally independent, e.g., the combination of the
finding that children produced much fewer words
with the finding that the duration of their turns
was comparable to that of their adult interlocutors

(and the fact that the number of turns itself was
only slightly smaller) logically predicts that children
would speak at a slower pace, a prediction that
was indeed confirmed in by the results of the word
duration measure.

Figure 4 shows the results for the verbal modal-
ity, more specifically, the proportion of “gazing at
the interlocutor” vs. “averting gaze”, a binary vari-
able that we further normalized relative to the in-
terlocutor. Figure 4 shows largely similar behav-
ior in children and adults. One can note a slightly
higher tendency to gazing at interlocutors for par-
ents in video calls, and a reverse pattern in face-
to-face. However, given that the differences are
rather small (and the variability large), these pat-
terns are not highly reliable.

Figure 4: The proportion of gaze at interlocutor
(normalized relative to the interlocutor). Dots and
ranges indicate the average and 95% confidence
intervals.

One important observation, for both verbal and
non-verbal measures, is that we did not find any
noticeable developmental change across our age
groups. This, of course, does not mean there is
no change in children’s conversational skills more
generally. Rather, it is likely the consequence of
our using of measures that are high-level, under-
specified averages, reflecting broad aspects of
child-caregiver dynamics that may not undergo
change across middle childhood.7

Another important observation is the fact that
all findings were strikingly similar both in face-to-
face and video call settings. This was unequiv-
ocally the case for the verbal modality. For the
non-verbal modality, although – as we noted ear-
lier – one could notice a slight difference, this differ-
ence is not large nor systematic. The overall simi-
larity demonstrates that our high-level measures –
reflecting broad distribution/duration in verbal and
non-verbal signals – are quite robust across medi-
ums of communication, providing useful baselines

7That said, if the “stable” patterns we report here are
further validated in experimental, confirmatory studies,
they would represent novel and interesting findings.



3161

for future, finer-level comparative analysis in our
corpus.

5. Conclusion

This work introduces, to the best of our knowl-
edge, the first developmental corpus of child-
caregiver conversations; comparing face-to-face
and computer-mediated interactions in middle
childhood. A major goal of ours was to cap-
ture – to the extent possible – naturally occur-
ring (multimodal) language-in-interactions, there-
fore we made all recordings at home, using an in-
tuitive – prompt free – elicitation task.

We mitigated the challenges of cost-intensive
manual curation of naturalistic corpora by a) capi-
talizing on recent advances in miniature sensors to
automatically detect gaze and head motion while
minimizing interference with the spontaneity of the
interaction, and b) making use of advances in the
automatic coding of both verbal and non-verbal sig-
nals.

We provided preliminary analyses (based on
half the target sample size that was fully pro-
cessed) measuring high-level properties such as
the distribution/duration of several verbal and non-
verbal behaviors. While the scientific significance
of the analyses’ results should not be overstated
(as each of the findings we report would require
a more thorough, dedicated investigation), they
do demonstrate the richness of the corpus, allow-
ing comparisons by age, modality, and medium
of communication. They also provide first steps
– and baselines – for future investigations into the
intricacies of multimodal communicative develop-
ment.

6. Extra space for ethical
considerations and limitations

6.1. Limitations
This project started with the promise/hope that re-
cent technology in both measurement techniques
and automatic processing tools would significantly
facilitate the study of child communicative devel-
opment in ecologically valid contexts. In the end,
this technological promise was only partially ful-
filled. While some traditional challenges have
been largely eased with automatic tools both in
the verbal (e.g., speech transcription) and the non-
verbal domains (measurement of gaze), others still
constitute a bottleneck, especially the ones related
to the detection and categorization of head and
hand gestures. These are fundamental aspects
of face-to-face communication, without which our
understanding of development cannot be com-
plete (Bavelas et al., 1992; McNeill, 1992; Kendon,

1994). Unless there is a technological break-
through, curating these signals in a largely uncon-
strained and natural context – as ours – will still
require major investment in human expertise and
annotation.

6.2. Ethical considerations
The data was collected with the approval of our
university’s Ethics Committee and was registered
by the Data Protection Officer before starting the
project. None of our recording or measuring de-
vices involve any type of clinical intervention and
are fully non-invasive. Minors’ consent was for-
mally given by their guardians/caregivers. Care-
givers informed children in age-appropriate lan-
guage. They could stop the recording at any mo-
ment without having to provide a reason.

All steps regarding corpus storage and shar-
ing are in strict compliance with the local laws
of the country as well as the European regula-
tions (GDPR), to ensure full protection of children’s
anonymity. For instance, transcripts, annotations,
and any derived data will be anonymized before
sharing. Private access to raw videos will be pos-
sible by other researchers via means that are com-
pliant with GDPR and the laws of the country.
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