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Abstract
Data visualization serves as a critical means for presenting data and mining its valuable insights. The task of
chart summarization, through natural language processing techniques, facilitates in-depth data analysis of charts.
However, there still are notable deficiencies in terms of visual-language matching and reasoning ability for existing
approaches. To address these limitations, this study constructs a large-scale dataset of comprehensive chart-caption
pairs and fine-tuning instructions on each chart. Thanks to the broad coverage of various topics and visual styles
within this dataset, better matching degree can be achieved from the view of training data. Moreover, we propose an
innovative chart summarization method, ChartThinker, which synthesizes deep analysis based on chains of thought
and strategies of context retrieval, aiming to improve the logical coherence and accuracy of the generated summaries.
Built upon the curated datasets, our trained model consistently exhibits superior performance in chart summarization
tasks, surpassing 8 state-of-the-art models over 7 evaluation metrics. Our dataset and codes are publicly accessible.

Keywords: chart summarization, large visual-language model, chain of thought

1. Introduction

Data visualizations, such as bar charts and line
charts, are widely used to present quantitative data.
These charts are valuable tools for gaining insights
from data and making informed decisions. How-
ever, manually writing textual descriptions for charts
can be time-consuming and prone to errors (Stokes
et al., 2022). Automatic chart summarization ad-
dresses this challenge by explaining a chart and
summarizing its key takeaways in natural language.
Using such systems, not only can the interpretability
of the charts be enhanced, but they can also signif-
icantly reduce the time and cognitive resources
required, thereby optimizing workflow efficiency
(Obeid and Hoque, 2020).

In the early stages, researchers relied on
template-based methods that combined statistical
techniques and planning-based architecture to gen-
erate captions for charts (Reiter, 2007). However,
this method has its limitations, as it often leads to
similar answer styles across different charts. More
recently, there has been a shift towards exploring
data-driven neural models for describing tabular
data (Liu et al., 2018). This approach involves con-
verting all charts into tables and then transforming
these tables into descriptive texts (Liu et al., 2022a).
Although this approach can accurately capture the
data within the charts, it also results in the omis-
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sion of a substantial amount of information, such
as chart types, curve trends, and other crucial de-
tails. Furthermore, with the advancement of large
visual-language models, some researchers have
begun utilizing pre-trained models trained on lan-
guage and vision tasks to address the chart-to-text
task (Masry et al., 2023).

However, large visual-language models still face
challenges when generating chart-based textual
descriptions. Two primary challenges include: (i)
Insufficient Matching Degree: This refers to the
degree to which the generated summaries align
with a chart’s numerical information. There are
two main pitfalls here: incomplete descriptions and
fabricated chart content. The former arises be-
cause the proportion of numbers and text in charts
is relatively small, causing these details to be eas-
ily overlooked by the models, leading to content
omissions. The latter, fabricated chart content, is
an outcome of large visual-language models be-
ing influenced by unrelated information from their
pre-training corpus, which causes them to produce
content not relevant to the charts (Du et al., 2022).
(ii) Reasoning Errors: Large models often under-
perform in chart reasoning tasks (Jiang et al., 2022;
Bertolini et al., 2022). Beyond numerical descrip-
tions, models are expected to provide a holistic
summary that captures the chart’s intended mean-
ing. However, some charts present vast amounts
of numerical data and intricate curve patterns. This
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Prompt:

Summarize�this�chart�in�detail.
Error�TypeModel

The�chart�displays�a�bar�graph�with�various�statistics�about�the�internet.�The�bars�represent�the�

percentage�of�people�who�use�the�internet�for�different�purposes.�The�leftmost�bar�represents�50%�of�

people�using�the�internet�for�work,�while�the�rightmost�bar�represents�50%�of�people�using�the�

internet�for�relaxation.�The�middle�bar�represents�100%�of�people�using�the�internet�for�both�work�and�

relaxation.��.....��Overall,�the�chart�suggests�that�the�internet�is�used�for�both�work�and�relaxation�by�a�

majority�of�people.

The�chart�shows�the�percentage�of�Americans�who�use�the�internet�as�a�source�of�information.�The�

chart�shows�that�80%�of�Americans�use�the�internet�as�a�source�of�information,�and�70%�of�them�use�it�

to�get�news.�The�chart�also�shows�that�60%�of�Americans�use�the�internet�to�shop�online,�and�50%�use�

it�to�access�social�media.�The�chart�shows�that�the�internet�is�a�popular�source�of�information�for

Americans,�with�a�majority�using�it�to�get�news�and�shop�online.�The�chart�also�shows�that�social�

media�is�a�popular�use�of�the�internet,�with�half�of�Americans�using�it�to�access�social�media.
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Figure 1: Comparison with large visual-language models in chart summarization (LLaMA-Adapter-v2 (Gao
et al., 2023), MiniGPT-4 (Zhu et al., 2023)). There are two types of errors that occur during the generation
process: Insufficient matching degree (inconsistency between the generated results and the chart content,
such as content omission or fabricated content), and reasoning errors (inconsistency between the inferred
meaning and the intended message of the chart).

complexity poses challenges for models in deci-
phering the inherent meaning represented by the
data, leading them to sometimes misinterpret the
chart’s intended message, causing reasoning er-
rors (Wang et al., 2022a).

To address these limitations, we propose a new
method named ChartThinker for training context-
aware visual-language models, which leverages
the chain of thought (CoT) and context retrieval
for generating textual descriptions from charts.
First, we pre-train the model using 595,955 chart-
description pairs to enhance the matching de-
gree, and subsequently fine-tune it using 8 mil-
lion question-answer pairs, aiming to improve the
model’s accuracy and robustness in handling di-
verse charts and questions. Additionally, we intro-
duce a Context-Enhanced CoT Generator module.
This module fuses thought chains with context re-
trieval, incorporating increased logic and contextual
information during the generation process, aiming
to enhance the model’s reasoning ability. Lastly,
we employ a chart parsing module. This module
combines the extracted underlying data with the
prompt and feeds it as input to the CoT Generator,
enhancing the model’s accuracy and matching
degree in interpreting chart data.

We conduct extensive empirical analysis to an-
swer the following research questions (RQ):
• RQ1: Can answer reasoning benefit from intro-

ducing a chain of thought?

• RQ2: How can context retrieval and chain of
thought effectively interact with each other?

• RQ3: How does instruction fine-tuning improve
the chart-summary matching degree?
Our main contributions are as follows:

• A large-scale chart dataset consisting of 595,955
chart-caption pairs and 8 million instruction-
question pairs, covering a diverse range of visual
styles and topics.

• An effective method for chart summarization,
which leverages a context-enhanced CoT gen-
erator to integrate CoT with context retrieval.

• Extensive automatic and human evaluations that
demonstrate the state-of-the-art (SOTA) perfor-
mance of ChartThinker on various chart bench-
marks. To facilitate further research, we release
our dataset and codes at OpenChartThinker.

2. Related Work

Chart Summarization. Early methods for chart
summarization relied on planning-based architec-
tures (Reiter, 2007). The iGRAPH-Lite system (Fer-
res et al., 2007) employed template-based genera-
tion, aiding the visually impaired. Recent research
by Chen et al. (2020) introduced a coarse-to-fine
template-based generation method, and addressed
some logical issues. While effective, the template-
based generated text tends to be similar in nature,
lacking individual differences and diversity. To over-
come these limitations, researchers began adopt-
ing architectures like LSTM (Hochreiter and Schmid-
huber, 1997) or transformers (Vaswani et al., 2017).
For instance, Singh and Shekhar (2020) and Kan-
tharaj et al. (2022) utilized ResNet to encode and
introduced attention mechanisms, enhancing de-
tail understanding. Additionally, some researchers
(Obeid and Hoque, 2020) have improved the factual
accuracy of generated summaries by enhancing
the embeddings in transformers.

To enhance the model’s understanding of charts,
Liu et al. (2022b) made improvements based on
Pix2Struct (Lee et al., 2023) through pre-training
on chart inverse rendering and mathematical rea-
soning tasks. In recent research, Liu et al. (2022a)
integrated the underlying information of charts with
a large language model (LLM), improving the logical
coherence and accuracy of chart summarization.

https://github.com/Notonion/ChartThinker
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The�chart�is�a�bar�chart.�It�shows�the�decline�in�

marriage�among�the�younger�generations�of�Millennials�

(including�Millennials),�Gen�X�(1997),�Boomer�(1980),�

and�Silent�generations�in�the�United�States.�In�the�

Millennial�generation,�only�26%�of�Millennials�were�

married,�while�in�the�Gen�X�generation,�this�number�

increased�to�36%.�In�the�Boomer�generation,�only�48%�

of�Millennials�were�married,�while�in�the�Silent�

generation,�only�65%�of�Millennials�were�married.�The�

data�suggests�that�the�decline�in�marriage�among�the�

younger�generations�of�Millennials�is�significantly�lower�

than�among�the�Silent�generation.

Figure 2: Overview of ChartThinker. The encoded input chart and prompt are simultaneously fed into
the Context-Enhanced CoT Generator. This module generates thought chains, and for each thought
generated, the model retrieves the top-k image-text pairs from the chart library that best align with the
thought, serving as contextual learning examples. Subsequently, the corresponding output for each
thought is generated. Finally, all the outputs are consolidated to derive the final chart description.

Visual-Language Models. The field of LLMs
has experienced significant advancements, exem-
plified by groundbreaking works such as ChatGPT
(Brown et al., 2020; OpenAI, 2023), LLaMA (Tou-
vron et al., 2023), and Vicuna (Chiang et al., 2023).
More recently, multi-modal LLMs have garnered in-
creasing attention. Flamingo (Alayrac et al., 2022)
proposed a unified architecture with context-aware
few-shot capabilities, and its open-source variant
is OpenFlamingo (Awadalla et al., 2023). Blip2
(Li et al., 2023b) bridges the modality gap be-
tween vision and language through a lightweight
query transformer (Vaswani et al., 2017). Mini-
GPT4 (Zhu et al., 2023) builds on BLIP-2 to support
longer responses and multi-turn dialogues better.
LLaVA (Liu et al., 2023a) employs a projection layer
to align the frozen visual encoder CLIP (Radford
et al., 2021) with the frozen LLM (Vicuna). LLaMA-

Adapter (Zhang et al., 2023; Gao et al., 2023)
adapts LLaMA with additional adapter modules and
multi-modal prompts. Ottor (Li et al., 2023a) fo-
cuses on enhancing the model’s ability to follow
instructions through context examples.

Prompt Engineering. Researchers have pro-
posed various prompt engineering frameworks
aimed at enhancing LLM reasoning, among which
Prompt Chain of Thought (Wei et al., 2022), which
guides the model’s responses with intermediate rea-
soning examples, stands out as one of the most in-
novative and beneficial techniques. Its subsequent
development, Chain-of-Thought-Self-Consistency
(Wang et al., 2022b), employs multiple reasoning
paths, weighting them for optimized responses.
Tree-of-Thoughts (Yao et al., 2023) showcases a
tree-structured thought expansion, while Graph-of-
Thoughts (Besta et al., 2023) progresses it into a
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Dataset Name Image Count Q&A Pair Count Chart Types
Autochart (Zhu et al., 2021) 6,003 - Scatter, Line, Bar
Linecap (Mahinpei et al., 2022) 3,528 - Line
DVQA (Kafle et al., 2018) 300,000 3,480,000 Scatter, Line, Bar
PlotQA (Methani et al., 2020) 157,070 2,890,000 Scatter, Line, Bar
Chart-to-text (Kantharaj et al., 2022) 29,354 - Scatter, Line, Bar, Pie
FIGUREQA (Kahou et al., 2017) 100,000 1,600,000 Scatter, Line, Bar, Pie
Chart-Sum-QA (Ours) 595,955 8,170,000 Scatter, Line, Bar,Pie

Table 1: Dataset Statistics.

directed acyclic graph, complete with self-loops.
Algorithm-of-Thoughts (Sel et al., 2023) sets forth
dynamic reasoning paths, mitigating redundancies.
Skeleton-of-Thought (Ning et al., 2023) crafts a re-
sponse blueprint, and Program-of-Thought (Chen
et al., 2022) articulates reasoning process into ac-
tionable programs.

Our Position. In summary, improving chart sum-
marization with LLMs is under-explored. While
current SOTA LLMs predominantly emphasize im-
proving factual accuracy, logical coherence, or re-
fining training architectures, they often overlook
holistic integration. Our research bridges this gap
by bolstering the accuracy and efficiency of vision-
language LLMs specifically for chart summarization.
We achieve this through the introduction of a novel
dataset and a pioneering method that seamlessly
blends Chain of Thought (CoT) with context retrieval
strategies, all while maximizing context utilization.

3. Methodology

Given an input chart image C and a prompt (ques-
tion or instruction) X, we aim to generate an ef-
fective summary Ŝ that includes as much accurate
information as possible, such as the chart’s axes,
data points, trends, and other relevant details.

In this section, we begin by discussing the con-
struction of the dataset (Sec. 3.1). Regarding the
model architecture, we first utilize an image en-
coder and a text encoder to extract features from
the input chart and prompt respectively (Sec. 3.2).
Then, we introduce a chart parsing module that
combines the obtained underlying data with the
prompt to generate new text features (Sec. 3.3).
Next, we design a Context-Enhanced CoT Genera-
tor module that integrates thought chains with con-
text retrieval. By leveraging a small retrieval library,
the model can access context examples related to
the chart while constructing thought chains, inject-
ing more logic and contextual information during
the generation process (Sec. 3.4). Finally, all the
generated thought chains are integrated with the
LLM, Idefics (Huggingface, 2023), to produce the
final output. The overall architecture of the model
is shown in Figure 2.

3.1. Dataset Construction

We construct a dataset named Chart-Sum-QA,
which includes comprehensive chart-summary
pairs and question-answer pairs for instruction fine-
tuning. Based on it, our model is pre-trained on
595,955 chart summary data points and is further
fine-tuned using 8,170,000 instruction-question
pairs (detailed in Table 1).

The process of constructing the dataset involves:
(1) Data Collection: We collect six different

datasets containing images and their correspond-
ing descriptions, consisting of 595,955 charts cov-
ering a broad range of topics and various chart
types. These datasets are sourced from public im-
age databases, research papers, or online image
libraries. All datasets are covered under appropri-
ate licenses (e.g., CC BY-NC-SA 4.0, MIT, GPL3.0).
(2) Data Preprocessing: For each dataset, we per-
form preprocessing to ensure the consistency and
usability of the data (Chen et al., 2023). This in-
cludes resizing images, converting and standardiz-
ing formats, as well as cleaning and standardizing ti-
tles or descriptions. We ensure a precise alignment
between images and their captions. (3) Generate
Question-Answer Pairs: To improve our model,
we generate an additional 400,000 chart-question-
answer pairs for instruction fine-tuning based on the
summaries of Chart-to-text (Kantharaj et al., 2022),
Autochart (Zhu et al., 2021), and Linecap (Mahin-
pei et al., 2022) datasets. The generated instruc-
tion fine-tuning dataset is merged with other QA
datasets and filtered to obtain the final QA question-
answer pairs for instruction fine-tuning, totaling
8,170,000 pairs, which include diverse questions
about the charts. Since human annotations are
costly, we generate questions automatically from
human-written chart summaries using ChatGPT 4
and manually validate a subset of them for quality
assurance. Through the QA dataset, the model can
perform step-by-step learning more effectively in
the contextual thought of chain, answering relevant
questions more accurately. (4) Dataset Splitting:
We partition the dataset into 80% training, 10% val-
idation, and 10% testing. The data is randomly and
evenly distributed during the splitting process.
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{

��"text":�[

����"Six�origin�groups�make�up�85%�of�all�Asian�Americans",

����"%ofAsianAmericansineachorigingroup",

����"Pakistani",

����"2%",

����������......

����"Filipino",

����"18%",

����"Source:PewResearchCenteranalysisof2015r",

��]

}

Entity�|�Value�<0x0A>�Chinese�|�23�<0x0A>�Indian�

|�19�<0x0A>�All�others�|�15�<0x0A>�Pakistan�|�2�

<0x0A>�All�others�|�15�<0x0A>�Indian�|�19�<0x0A>�

Korea�|�0�<0x0A>�|

OCR

other�text:�

Six�origin�groups�make�up�85%�of�all�Asian�Americans.

%of�Asian�Americans�in�each�origin�group

�"Pakistani"�,

"2%"�,

......

"Thai"�,

"1%"�,

Notes:�Chinese�includes�those�identifying�as�

Figures�may�not�add�up�to�100%�due�to�rounding.

Output

Output

text-number�pair:

Chinese�|�23���Indian�|�19��Fllipino�|�18��Vietnamese�|�9

�Korean�|�9��Japanese�|�7��All�others�|�15�

Deplot

Figure 3: The workflow of the chart analysis module. The input is the chart, the output of OCR is all of the
textual and numerical information, and the output of Deplot is a table containing text and corresponding
numerical data. The final integrated output is divided into two parts: text-number pair and other text.

3.2. Image and Text Encoder
Our chart image encoder is based on the encoder
of CLIP (Radford et al., 2021). The encoder takes
an input chart and generates an encoded feature
vector. To effectively encode chart images, the en-
coder identifies four components: (1) text elements
(chart legends and axis labels), (2) data point el-
ements (points, bars, lines representing specific
values), (3) visual elements (chart type, colors),
and (4) trend elements (patterns and trends of lines
and scatter points in the chart). By recognizing and
understanding these components, the chart image
encoder generates a comprehensive encoded fea-
ture vector that captures the key information of the
chart. The input chart image is processed by the
encoder through operations such as convolution,
pooling, and fully connected layers to transform it
into a fixed-length encoded feature vector:

V = fencoder(C), (1)

where V represents the encoded feature vector,
fencoder represents the chart image encoder func-
tion, and C represents the input chart image.

We employ the LLaMA2 (Touvron et al., 2023)
decoder to generate the output. The input is the
prompt (question or instruction), and the output is
the token sequence obtained by the encoder:

K = fencoder(X), (2)

where K represents the encoded token sequence,
fencoder represents the text encoder function, and
X represents the input prompt.

3.3. Chart Parsing Module
The chart parsing module consists of two parts.
The first part is the OCR module, which can extract
textual and numerical content from charts. How-
ever, it lacks the ability to extract corresponding po-
sitions. The second part is the deplot module(Liu

et al., 2022a), which converts charts into tables. It is
effective in handling the correspondence between
numbers and text, but sometimes struggles with
accurate numerical extraction and can be easily
affected by irrelevant chart elements. We integrate
these two modules to output the textual legends
of the chart and text-number pairs containing key
information. After extracting the necessary infor-
mation, the outputs of the chart parsing module
are combined with prompts and inputted into the
context-enhanced CoT generator. An example of
this module’s operation is shown in Figure 3.

3.4. Context-Enhanced CoT Generator
To improve the quality and logical consistency of
the generated results, we propose the Context-
Enhanced CoT Generator module, which combines
thought chains with context retrieval. Below are the
detailed steps of this module:
• Building a Small Retrieval Library: We created

a small retrieval library containing 1,000 pairs of
charts and text, where each pair includes basic
information about the chart, image trends, x-y
coordinates, etc. These context examples corre-
spond to each stage of the COT, as detailed in
Appendix B.

• Similarity Computation: We employ cosine sim-
ilarity to measure the similarity between the fea-
tures of the input image and each context exam-
ple in the retrieval library:

similarityi =
Ti · V

|Ti| · |V |
, (3)

where Ti represents the feature vector of the i-
th context example, V represents the encoded
feature vector of the input chart, (·) denotes the
dot product, (||) represents the norm of the vector.

• Context Learning Weight Computation: Based
on the results of the similarity computation, we
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assign context learning weights to each context
example.Given the sensitivity of language models
to the order of input prompts, images that are
more similar in context learning (i.e., those ranked
higher) are given more weight. That is, the weight
of each image xi is inversely proportional to its
relative position i. We define the weight as 1/i.
That is, the weight of each image xi is inversely
proportional to its relative position i. We define
the weight as 1

i .
The weighting function Wℓ is as follows:

Wℓ (x1, x2, . . . , xN ) =

N∑
i=1

1

i
· fℓ (xi) , (4)

where the function fℓ (xi) represents the influ-
ence of the ℓ image when generating he i th lan-
guage token.

• Logic and Context Information Injection: Dur-
ing the generation process, we use the Idefics
generation model. Given the image context,
therefore, the conditional probability of the text y
can be expressed as:

p(y | x) =
L∏

ℓ=1

p (yℓ | y<ℓ,Wℓ (x1, x2, . . . , xN )) .

(5)
The generation of each language token yl de-
pends not only on the previous text tokens y<l,
but also on the weighted influence of the image
context calculated by weighting function Wl. This
method ensures the effective use of the image
context information in the generation process.

In a nutshell, our objective is to leverage the in-
tegration of thought chains with context retrieval
to enhance the Context-Enhanced CoT Generator
module. This enhancement aims to facilitate the
provision of comprehensive contextual information,
and enhance the quality and logical consistency
of the generated results. The process of gener-
ating a CoT chart summary is shown in Figure 4.
Some specific generation examples are shown in
Appendix A.

4. Experiment

4.1. Experimental Setup
4.1.1. Baselines

We compare our model against 8 baselines. (1) T5
(Raffel et al., 2020): A unified seq2seq transformer
model that achieved SOTA results on various text-
to-text tasks. (2) Chart2text (Obeid and Hoque,
2020): An adapted transformer model specifically

Thought:�Identify�the�chart's�type.�(line�chart,�bar�chart,�table,�pie�chart,etc.)

Action:�Use�a�visual�model�to�analyze�the�input�chart�and�determine�its�type.

Conclusion:�This�is�a�line�chart.

Thought:�Understand�legend�and�axes.

Action:�Extract�information�from�the�chart's�legend�to�determine�its�content�

and�interpret�the�meaning�of�the�x�and�y�axes.

Conclusion:�The�chart�shows�the�foreign-born�population�in�millions�from�

1850�to�2010.�The�x-axis�represents�the�years,�and�the�y-axis�represents�the�

number�of�foreign-born�people�in�millions.�

Thought:�Observe�trends�or�proportions.

Action:�Based�on�the�chart�type,�observe�the�trend�of�a�line�or�bar�chart�or�

examine�the�proportion�of�values�in�a�pie�chart.
Conclusion:�The�chart�starts�at�zero�in�1850�and�gradually�increases�over�time,�

reaching�a�peak�of�around�15�million�in�1910.

Integrate�the�above�conclusions

Output:�The�chart�shows�the�foreign-born�population�in�millions�from�1850�to�

2010.�The�x-axis�represents�the�years,�and�the�y-axis�represents�the�number�of�

foreign-born�people�in�millions.�The�chart�starts�at�zero�in�1850�and�gradually�

increases�over�time,�reaching�a�peak�of�around�15�million�in�1910.�It�then�

decreases�to�around�10�million�in�1930�and�remains�relatively�stable�until�the�

1970s.�From�the�1970s�onwards,�the�chart�shows�a�steady�increase,�reaching�a�

peak�of�around�40�million�in�2010.

Input:�describe�the�chart�in�detail

1850 1875 1890 1925 1950 1975 2000
0

10

20

30

40

50

Foreign-born population, in millions

Figure 4: The CoT Generation Process: For a given
chart, the Context-Enhanced generator produces
thoughts at each step. These thoughts help the
model determine proper actions and generate con-
clusive statements. Finally, the conclusions from
each step are integrated to yield the output answer.

designed for chart-to-text translation. (3) Field-
Infusing Model (Chen et al., 2020): A transformer
encoder-decoder model that generates target sum-
maries and incorporates bounding box information
for positional details. (4) BART (Lewis et al., 2020):
A seq2seq transformer model pre-trained with de-
noising objectives, which has shown effectiveness
in text generation tasks. (5) LLaMA-Adapter-v2
(Gao et al., 2023): A parameter-efficient visual in-
struction model enable powerful multi-modal rea-
soning. (6) MiniGPT-4 (Zhu et al., 2023): It demon-
strates powerful multi-modal capabilities similar to
GPT-4 by aligning visual features with an advanced
LLM. (7) mPLUG-Owl (Ye et al., 2023): A model
that achieves powerful visual understanding, multi-
turn dialogue capability, and knowledge reasoning.
(8) LLaVA (Liu et al., 2023a): An end-to-end trained
model that achieves a new SOTA accuracy on Sci-
ence QA (Lu et al., 2022).

4.1.2. Automatic & Human Evaluation

To verify the matching degree between generated
text and charts, we employ five measures for auto-
matic evaluation in our study. We use BLEU (Post,
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BLEU ↑ BLEURT↑ CIDEr↑ CS↑ PPL↓ Snorm ↑

OCR-T5 (Raffel et al., 2020) 10.49 -0.35 2.20 40.87% 10.11 0.803
OCR-Chart2text (Obeid and Hoque, 2020) 7.2 -0.56 0.65 24.49% 12.11 0.338
OCR-Field-Infuse (Chen et al., 2020) 0.19 -1.01 0.26 10.12% 9.57 0.179
OCR-BART (Lewis et al., 2020) 9.09 -0.38 1.97 39.99 % 11.04 0.696
OCR-ChartThinker (ours) 11.81 -0.32 2.21 32.72% 9.23 0.948

Table 2: Performance metrics compare our model with classic transformer-based pre-trained models,
using both standard inputs (images and questions) and augmented inputs with OCR data from charts.

BLEU ↑ BLEURT↑ CIDEr↑ CS↑ PPL↓
LLaMA-Adapter-v2 (Gao et al., 2023) 1.07 -0.83 0.36 8.19% 12.35
MiniGPT-4 (Zhu et al., 2023) 2.29 -0.63 0.62 11.77% 12.21
mPLUG-Owl (Ye et al., 2023) 3.21 -0.52 0.65 16.9% 12.25
LLaVA (Liu et al., 2023a) 4.21 -0.51 1.08 19.15% 12.16
ChartThinker (ours) 5.82 -0.45 1.58 21.68% 11.43

Table 3: Performance evaluation of our model versus large visual language models with an encoder-
decoder framework, but not incorporating underlying data as input.

2018) for n-gram overlaps and BLEURT (Sellam
et al., 2020), specifically BLEURT-base-128, for
fluency and content accuracy. CIDEr (Vedantam
et al., 2015) evaluates the TFIDF weighted n-gram
overlaps between the modelgenerated text and the
reference, while Content Selection (CS) score
(Wiseman et al., 2017) measures how well the gen-
erated text aligns with the gold answer. Lastly, we
use the GPT-2 Medium model (Radford et al., 2019)
to determine readability via perplexity. To holisti-
cally assess ChartThinker’s performance, we newly
calculated average normalized scores across five
indicators, with the formula (Snorm = S−Sworst

Sbest−Sworst
).

To further evaluate the quality of the summaries,
we conduct a manual assessment of 200 generated
chart summaries. Annotators evaluated each sum-
mary based on two criteria: (i) Matching Degree
(the data in the generated summary matches the
chart with minimal data omission or fabrication) (ii)
Reasoning Correctness (the summary accurately
infers the intended message or viewpoint from the
chart). Summaries were rated on a 1-5 scale, with
1 being the lowest and 5 being the highest, and
presented randomly to avoid bias. The final score
was the average given by the three evaluators.

4.1.3. Fine-tuning Implementation

We apply the LoRA mechanism (Hu et al., 2021)
into our model, setting the rank of the update ma-
trices to 16, which reduced the size and number
of trainable parameters. Specifically, the LoRA up-
date matrices were applied to the modules “qproj”,
“kproj”, and “vproj”. To control the magnitude of
the LoRA updates, we set the scaling factor, Al-
pha, to 32 and implemented a dropout rate of 0.05
on the LoRA layers to mitigate over-fitting. The

model was initialized with the weights of the pre-
trained base model and was fine-tuned using the
“paged_adamw_8bit” optimizer with a learning rate
of 2e-4. To emulate larger batch sizes, a gradi-
ent accumulation step of 8 was used. During fine-
tuning, evaluations were conducted every 20 steps.

4.2. Main Results

4.2.1. Benchmark Results

For a comprehensive evaluation, we compare our
model to two types of methods, which cover dif-
ferent model architectures, processing of visual
information, and input configurations.

Comparing with classic decoder-only models.
Initially, we juxtapose our model against four classic
pre-trained LLMs, as shown in Table 2. Beyond the
standard inputs of images and questions, we enrich
the input data by integrating OCR-generated con-
tent from each chart. This augmented input feeds
both the benchmark models and our own. Our ex-
perimental outcomes show that our model registers
BLEU and CIDEr scores of 11.81 and 2.21, outstrip-
ping all baseline models. This performance under-
scores the superior matching degree of our gener-
ated text with the corresponding charts. Addition-
ally, our model excels in BLEURT and PPL metrics,
reflecting the enhanced readability and fluency of
our generated summaries. To more intuitively and
comprehensively evaluate the overall performance
of ChartThinker compared to other classic mod-
els, we calculated the average normalized score
Snorm for each model. This method normalizes all
scores to a range between 0 and 1, allowing for di-
rect and fair comparison between different metrics.
The final results show that OCR-ChartThinker not
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BLEU ↑ BLEURT ↑ CIDEr ↑ CS ↑ PPL ↓ Human ↑

ChartThinker (ours) 5.82 -0.45 1.58 21.68% 11.43 4.25
No Chart Parsing Module 4.87 -0.50 1.12 18.29% 11.68 3.98
No Context-Enhanced 5.45 -0.53 1.34 20.10% 12.07 4.11
No CoT 5.10 -0.57 1.22 19.87% 11.97 3.92
No Context-Enhanced CoT Generator 4.59 -0.60 1.10 19.55% 12.38 3.85
No finetune on caption dataset 4.36 -0.60 1.19 19.03% 11.75 3.74
No finetune on inrtruction dataset 4.52 -0.63 1.27 19.23% 11.50 4.03

Table 4: We carry out five ablation experiments: (1) omit the Chart Parsing Module, (2) exclude context
retrieval and use only COT, (3) exclude CoT and use only context examples, (4) remove the entire Context-
Enhanced CoT Generator, and (5) forgo the instruction fine-tuning dataset during model tuning.

only excels in individual metrics but also demon-
strates the best overall performance. Overall, these
findings emphasize the advantages of our model
architecture over traditional transformer models.

Comparing with encoder-decoder models.
In a subsequent phase, we compare our model
with other large visual language models using the
encoder-decoder architecture, as seen in Table 3.
We train five baseline models on the pew dataset
and evaluate them on its test set (Kantharaj et al.,
2022). The results highlight the superior perfor-
mance of our model over other visual language
models with similar frameworks. This observation
directly addresses RQ1, emphasizing that embed-
ding the reasoning chain into the model positively
influences answer inference. With respect to RQ2,
our findings confirm that the synergy between con-
text retrieval and the reasoning chain bolsters model
performance. Our model adeptly marries context
retrieval with the reasoning chain, guaranteeing
peak inference at every juncture. The model pro-
gressively generates the desired outcomes and
makes timely adjustments, resulting in summaries
that match more closely with the underlying charts.
As a testament to this, our BLEU score witnesses
an enhancement of 1.61 when juxtaposed against
contemporary SOTA methods.

Our model undergoes instruction fine-tuning for
each chart, allowing for a more accurate descrip-
tion of the actual values in the chart and further en-
hancing chart comprehension. Consequently, our
model achieves the best PPL score. This provides
evidence for RQ3, suggesting that using a directive
dataset in fine-tuning enhances performance.

4.2.2. Human Evaluation Results

Table 5 showcases a manual evaluation of chart
summarization. In this assessment, our Chart-
Thinker model is benchmarked against eight ad-
vanced baseline models, which include those
based on the classic transformer architecture as
well as other prominent visual language models.
The assessment primarily centers on two key crite-
ria: matching degree between the summaries and

Matching Reasoning
Degree ↑ Correctness ↑

OCR-T5 3.96 4.11
OCR-Chart2text 3.58 4.02
OCR-Field-Infuse 2.13 3.29
OCR-BART 3.79 3.87
LLaMA-Adapter-v2 2.63 2.97
MiniGPT-4 2.92 2.85
mPLUG-Owl 3.10 3.26
LLaVA 3.27 3.34
ChartThinker (ours) 4.32 4.27

Table 5: Evaluation results compared to 8 baselines
on chart-to-text testset (Kantharaj et al., 2022).

the charts, and reasoning correctness. In terms
of matching degree, the summaries generated by
ChartThinker faithfully represent the data and infor-
mation from the charts and show fewer errors. This
indicates that our model significantly reduces data
omissions and fabrications. Regarding reasoning
correctness, the evaluators consistently favored
our model. This demonstrates that ChartThinker
excels in interpreting charts and making accurate
inferences, capturing the core messages conveyed
by the charts. Compared to other baseline models,
ChartThinker holds a notable edge in this domain.
More details are provided in Appendix C.

4.3. Ablation Studies
To further assess the impact of different parts on
our model, we conduct ablation studies. The results
are shown in Table 4.

The impact of ChartThinker component. On
the component level, we find that removing any ma-
jor component (Chart Parsing Module and Context-
Enhanced CoT Generator) would cause a perfor-
mance drop. From Table 4, we observe that: (1)
Remove the Chart Parsing Module results in a sig-
nificant decrease in the accuracy of describing the
underlying data of the chart. (2) The removal of
the context retrieval component from the generator
significantly decreases the coherence and logical-
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ity of the generated text. This decline in language
proficiency is attributed to the model’s loss of con-
textual examples. (3) Similarly, the removal of the
CoT component in the generator results in a decline
in reasoning ability and a decrease in the compre-
hensiveness of the generated content. This is due
to its lack of step-by-step generation and final inte-
gration process.

Caption Dataset. Excluding the chart descrip-
tion dataset leads to a decline in performance on
the chart-to-text pew testset. Notably, BLEU de-
creases by 1.46, CIDEr by 0.39, and CS by 2.65%.
This indicates challenges in producing precise chart
summaries without the dataset. Additionally, a re-
duced BLEURT and a higher PPL highlight the
model’s difficulty with unfamiliar chart layouts.

Instruction Dataset. To further investigate the
impact of the instruction dataset, we excluded the
dataset from our training. Without this fine-tuning,
the model’ degree of chart-summary matching
weakens, occasionally generating unrelated con-
tent. This mismatching arises because the model
relying on its pre-training parameters, fails to adapt
to chart tasks. The drop in BLEU and CS scores
reveals challenges in extracting pertinent details
and reasoning accurately.

4.4. Case Study

4.4.1. Training Paradigms and Task-Specific
Optimization

Regarding the performance gap between multi-
modal large models and text-only models, LMMs,
such as our proposed ChartThinker, are pre-
trained on unsupervised text-image pairs and are
not fine-tuned for specific tasks, which contrasts
with text-only models using OCR systems trained
on task-specific supervised data. This accounts for
the superior performance of OCR+LLM models on
certain tasks (Jiao et al., 2024), where the OCR
system benefits from training data distribution that
mirrors the test set. As an illustration, the OCR in
ChartThinker, , Paddle OCR, does not specialize
in chart summarization, unlike other OCR models
referenced in Table 2. This difference in training is
why OCR+ChartThinker underperforms in terms of
the CS indicator, as also observed in the literature
(Liu et al., 2023b).

4.4.2. Limitations of Content Similarity (CS)
as a Single Metric.

In Table 2, ChartThinker performs lower on the
Content Similarity (CS) metric compared to certain
OCR models. But evaluating generative models on
the sole basis of CS is limiting, as CS only mea-
sures similarity to a standard summary and may
not reflect the accuracy of model-generated con-

tent. For instance, ChartThinker might generate
detailed and accurate summaries, but if the content
extends beyond the standard answer, the CS score
might suggest an inferior performance. An exam-
ple detailed below underscores this issue (Table
6): despite ChartThinker producing a detailed and
accurate summary, its CS score (32.29%) is lower
than OCR-T5’s (38.74%), which is less descriptive.

Gold Summary: The global temperature
records over the past 100 years depict a tem-
perature rise process from 14.5 °C in 1920 to
16.2 °C in 2020, with temperatures sharply ris-
ing by 1.2 °C between 1980 and 2020. 1998
and 2016 are the two hottest years on record.
Summary by ChartThinker:This line chart
provides a detailed display of the changes in
global temperature over the past 100 years.
The data shows that the average temperature
increased from 14.5 °C in 1920 to 16.2 °C
in 2020, showing a significant upward trend
overall. Especially between 1980 and 2020,
temperatures rose by nearly 1.2 °C, reflecting
the acceleration of global warming. In addition,
the chart also specifically indicates the two
extremely high-temperature years of 1998 and
2016.
Summary by OCR-T5:This chart shows the
global temperature changes over the past 100
years. The average temperature has risen
from 14.5 °C in 1920 to 16.2 °C in 2020, show-
ing an overall upward trend. At the same time,
the increase of 1.2 °C from 1980 to 2020 indi-
cates that global warming is intensifying.

Table 6: Case Studies in Content Summarization

5. Conclusion

We introduce Chart-Sum-QA, a comprehensive
dataset tailored for chart summarization, and Chart-
Thinker, a new method capable of training visual-
language models with enhanced utilization of con-
textual information. ChartThinker integrates the
chain of thought with context retrieval to enrich the
summaries with rigorous logic. Both automated and
human evaluations were conducted, demonstrating
the superiority of our approach in chart summariza-
tion tasks over 8 SOTA methods and 7 evaluation
metrics. Further, through extensive ablations, we
elucidate the effectiveness of each component and
the helpfulness of our dataset. Our findings un-
derscore the key role of CoT in reasoning and the
criticality of context retrieval for semantic under-
standing. We hope our released dataset, codes,
and empirical results can shed light on more LLMs-
based chart-summarition studies.
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A. Generated Summary Example

In the following sections, we provide a series of
summaries generated by ChartThinker, as illus-
trated in Figures 5 through 10.

Figure 5: This is a bar chart. The chart shows the
number of foreign students newly enrolled in asso-
ciate, bachelor’s, master’s, or doctorate degree pro-
grams in different states in the United States. Cali-
fornia has the highest number of foreign students
enrolled in a degree program, with 59,801 students
enrolled. New York follows with 41,040 students,
while Texas has 26,701 students. Massachusetts
has 19,901 students, Pennsylvania has 17,801 stu-
dents, Illinois has 16,801 students, Florida has
15,701 students, Ohio has 10,801 students, Michi-
gan has 9,801 students, and Washington has 9,801
students.

Figure 6: This is a line chart. The chart shows the
total political advertising revenue for six publicly
held local TV station companies in the US from
2012 to 2018. The revenue decreased from 600
million in 2012 to 20 million in 2013, then increased
to 700 million in 2014, decreased to 100 million in
2015, increased again to 800 million in 2016, de-
creased again to 100 million in 2017, and increased
again to 1.3 billion in 2018. Therefore, the chart
depicts a fluctuating trend of total political adver-
tising revenue for six publicly held local TV station
companies in the US during the six-year period,
with an overall increasing trend from 2012 to 2018.

Figure 7: This is a line chart. The chart shows
the percentage of U.S. representatives who are
women from 1966 to 2018. The lowest percentage
was 2.5% in 1966 and there was an increase over
the years. In 2018, the percentage was 24.1%.
Overall, the chart shows that women represent a
higher percentage than before.

Figure 8: This is a line chart. The chart shows
the percentage of adults without a spouse/partner
present in the United States who are unpartnered,
broken down by age group from 2007 to 2017. The
percentage of all adults without a spouse/partner
present increased slightly from 39% in 2017 to 42%
in 2017. For the age under 35 years old, In 2007,
56% of those without a spouse/partner present,
compared to 61% in 2017. For the age between
35 and 54 years old, In 2007, 29% of those with-
out a spouse/partner present, compared to 30% in
2017. For the age between 55 and 64 years old,
In 2007, 29% of those without a spouse/partner
present, compared to 32% in 2017. For the age
over 65 years old, In 2007, 43% of those without a
spouse/partner present, compared to 41% in 2017.
Overall, the chart suggests that many Americans in
the United States are unpartnered, with an increase
in the percentage of those without a spouse/partner
present.
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Figure 9: This is a pie chart, according to a survey
conducted by the Pew Research Center in Decem-
ber 2019, most Latino adults have not heard of the
term Latinx; few use it. It shows that 76% of re-
spondents said they have not heard of it, 3% said
they use Latinx, and 20% said they have heard of
it but did not use the term.

Figure 10: This is a bar chart, the chart shows the
harassment of Jews reached a seven-year high.
The percentage has steadily increased over the
years, with a peak of 39% in December 2013 and
a low of 26% in June 2007. The number of harass-
ment of Jews in 2008,2009, 2010, 2011, and 2012
is 27%, 32%, 34% 35%, and 36% respectively. The
data suggests that there has been a significant in-
crease in harassment among Jews in the United
States over the past few years.

Figure 11: This is a pie chart. The chart shows
that half of U.S. adults seldom or never discuss
religion with non-family. According to the 2014 U.S.
Religious Landscape Study conducted by the Pew
Research Center, 18% of U.S. adults believe that
they discuss religion with people outside their family
at least once a week, while 15% believe it is at least
once or twice a month, and 18% believe it is several
times a year. The remaining 33% of respondents
seldom discuss religion with non-family. And 16%
of them never talk about it.

Figure 12: This is a pie chart. According to a survey
conducted by the Pew Research Center in February
2015, 40% of respondents believed that president
Obama should take the lead in solving the nation’s
problems, while 38% believed that Republican con-
gressional leaders should take the lead. Only 17%
of respondents believed that both/neither should
take the lead, while 5% believed that DK should
take the lead.
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Figure 13: This is a line chart. The chart shows
the percentage of American adults who use the
internet from 1995 to 2014. The number is 14%
in 1995, 46% in 2000, 66% in 2005, 79% in 2010,
87% in 2014. The chart shows that Internet usage
has steadily increased over the years, reaching a
peak of 87% in 2014.

Figure 14: This is a line chart. The chart displays
the total retransmission fee revenue in U.S. dollars
from 2006 to 2022. The revenue started at 0.1
billion dollars in 2006 and increased to 2.5 billion
dollars in 2012. The corresponding numbers are 5
in 2014, 8 in 2016, 10 in 2018, 11 in 2020 and 12.5
in 2022. Overall, the chart shows an increasing
trend of total retransmission fee revenue in U.S.
dollars from 2006 to 2022.

B. Retrieval Library

Our constructed context retrieval library is divided
into four stages of examples. The first stage fo-
cuses on chart types. By analyzing a given chart,
the model identifies and learns its type, with some
examples presented in Figure 15.

The second stage pertains to the overall caption
of the chart, primarily derived from the chart’s title.
In this stage, the model learns from the context

examples in the retrieval library to output a chart
overview summary, as illustrated in Figure 16.

The third stage elucidates the meanings of both
the horizontal and vertical axes of the chart. The
primary objective here is to significantly deepen the
model’s understanding of the axes and the intricate
relationships they share, as detailed in Figure 17.

The fourth stage centers on the trend of the chart
data. The model learns to describe the chart’s
trend in natural language and generates a numeri-
cal trend description, as shown in Figure 18.

To conclude, the context retrieval library com-
prises 1,000 charts, with each stage containing
250 charts and their associated textual descriptions.
During training for each stage, the model searches
within the 250 charts of the respective stage, se-
lecting the top K most relevant charts as examples
for context learning. Through this approach, the
model becomes adept at describing charts in natu-
ral language, enhancing its chart comprehension
and linguistic capabilities.

C. Comparison of examples
generated by various models

In order to gain a more comprehensive understand-
ing of our model’s summaries, we undertake a
meticulous manual assessment. The evaluation
process involves evaluating a total of 200 sum-
maries, including 40 summaries each from four
baselines and our model. Figure 19 showcases
example summaries generated by the five mod-
els. The primary objective is to ensure summaries
accurately and meaningfully represent the charts’
essence and data.

To ensure an objective evaluation, we employ a
set of annotators who are tasked with comparing
each generated summary against its corresponding
chart. The comparison is based on two pivotal cri-
teria: (i) Matching Degree: This criterion gauges
the degree to which the data presented in the gen-
erated summary is in harmony with the chart. (ii)
Reasoning Correctness: Beyond just presenting
data, it’s imperative that the summary can accu-
rately infer and convey the intended message or
viewpoint that the chart aims to communicate.

To uphold consistency and objectivity in the as-
sessments, each summary is rated on a scale of 1
to 5, with 1 being the lowest and 5 being the highest.
To further eliminate potential biases, the summaries
are presented to the annotators in a random order.
This strategy prevents evaluators from harboring
preconceived notions or biases stemming from the
presentation order. The complete evaluation proce-
dure is illustrated in Figure 20. After the evaluation,
each summary’s final score is determined by cal-
culating the average of the scores given by three
separate evaluators.
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(a)�Line�chart (d)�Line�chart(b)�Bar�chart

(e)�Bar�chart (f)�Bar�chart (g)�Pie�chart (h)�Line�chart

(c)�Scatter�chart

Figure 15: Examples from the first stage of the Retrieval Library, showcasing chart types for context
retrieval.

(a)�The�chart�describes�total�

value�oflocal�TVstation�mergers�

and�acquisitions�(in�US.�dollars).

(b)�The�chart�describes�

number�of�refugees�admitted�

to�the�U.S�falls�in�2018.

(c)�The�chart�illustrates�majorities�

of�Americans�say�the�federal�

government�isnot�doing�enough�to�

protect�the�climate,�environment.

(e)�The�chart�shows�Anti-

Muslim�assaults�at�highest�

level�since�2001.

(d)�The�chart�shows�Half�of�US.�

adults�seldom�or�neverdiscuss�

religion�with�non-family.

(f)�The�chart�describes�

apprehensions�at�U.S.�borders�

over�a�period�of�45�years.

Figure 16: Examples from the second stage of the Retrieval Library, showcasing chart content overview
in context retrieval.
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(f)�The�horizontal�axis�represents�time,�from�

December�3rd�to�December�10th�in�the�year�

2010.�The�vertical�axis�represents people's

interest�in�news�about�Iraq.

(a)�The�horizontal�axis�represents�the�

proportion�of�educated�men�who�have�

been�laid�off,�while�the�vertical�axis�

represents�their�level�of�education.

(c)�The�horizontal�axis�represents�

time,�while�the�vertical�axis�

represents�year-to-year�growth�

rates�in�home�broadband�adoption.

(d)�The�horizontal�axis�represents�time,�

spanning�from�1999�to�2004.�The�vertical�

axis�represents�the�amount�spent�on�

passenger�transport�items�in�Ukraine.

(e)�The�horizontal�axis�represents�each�device,�

namely�Cell�Phone,�Desktop,�Laptop,�DVR,�MP3,�

e-Reader,�and�Tablet.�The�vertical�axis�represents�

the�percentage�of�people�who�own�them.

(b)�The�horizontal�axis�represents�four�countries,�

namely�Spain,�Sri�Lanka,�Sweden,�and�Thailand.�

The�vertical�axis�represents�the�split�of�income�in�

different�subgroups�of�a�country�in�2006.

Figure 17: The third stage in the Retrieval Library, which shows examples of Axes’ Meaning.

(a)�The�overall�data�shows�a�fluctuating�trend,�

with�the�highest�value�of�10�states�in�1976,�

where�the�winning�candidate's�popular�vote�

margin�was�less�than�2�percentage�points.�In�

certain�years,�the�data�is�recorded�as�0.

(b)�The�proportion�of�people�who�only�watch�debate�

competitions�on�TV�is�the�highest,�accounting�for�

85%.�The�proportion�of�people�who�only�watch�

debates�on�computers�or�mobile�phones�is�the�

lowest,�accounting�for�only�3%.�The�number�of�

people�who�choose�to�watch�all�of�the�above�is�11%.

(c)�The�number�of�minor�judgments�has�been�

showing�an�upward�trend,�with�a�slower�growth�

rate�from�1945�to�1978,�increasing�from�1�person�

to�40�people.�From�1978�to�2016,�the�growth�rate�

became�faster,�rising�to�375�people�in�2016.

(d)�Since�1997,�the�response�rates�have�been�

decreasing�year�by�year,�reaching�36%�in�

1997,�28%�in�2000,�25%�in�2003,�21%�in�2006,�

15%�in�2009,�and�9%�in�2012.�However,�from�

2012�to�2016,�the�response�rate�has�remained�

at�9�have�stabilized�over�past�four�years.

(e)�From�2006�to�2010,�the�Mexican�migration�

rates�showed�a�significant�downward�trend,�from�

114�in�2006�to�107�in�2007,�then�to�85�in�2008,�to�

55�in�2009,�and�finally�to�47�in�2010.�From�2011�to�

2015,�the�Mexican�migration�rates�remained�

relatively�stable,�fluctuating�around�40.

(f)�From�2007�to�2019,�unemployment�in�the�United�States�

first�sharply�increased�and�then�steadily�decreased.�The�

unemployment�rate�in�2007�was�4.4%,�and�quickly�rose�to�

9.5�within�three�years�after�the�outbreak�of�the�economic�

crisis,�reaching�a�historical�peak.�Afterwards,�the�

unemployment�rate�steadily�decreased and by 2019 the

unemployment�rate�was�3.5%.

Figure 18: The fourth stage in the Retrieval Library shows examples of Charts’ numerical trend.
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Prompt:

Summarize�this�chart�in�detail.
Model

The�chart�displays�a�graph�showing�the�total�number�of�refugees�living�outside�of�their�country�of�origin,�from�1960�to�2012.�

The�graph�shows�a�steady�increase�in�the�number�of�refugees�over�the�years,�with�a�significant�spike�in�the�1990s.�The�peak�

of�the�refugee�population�is�observed�in�2002,�with�the�number�of�refugees�reaching�20�million.�The�graph�then�shows�a�

decline�in�the�number�of�refugees�from�2002�to�2012,�with�the�population�stabilizing�around�14�million.

LLaMA-Adapter-v2

The�chart�shows�the�number�of�living�births�in�the�United�States�from�2000�to�2012.�The�number�of�births�increased�from�

4,000,000�in�2000�to�4,200,000�in�2012.�The�chart�also�shows�the�number�of�deaths�in�the�United�States�from�2000�to�2012.�The�

number�of�deaths�decreased�from�2,400,000�in�2000�to�2,200,000�in�2012.

MiniGPT-4

ChartThinker(ours)

The�line�chart�shows�the�refugee�population�trend�from�1960�to�2012.�The�data�is�presented�in�millions�of�people.�The�chart�

shows�that�the�number�of�refugees�continuously�increased�from�1960�to�1990,�reaching�its�peak�in�1990.�After�that,�the�

number�of�refugees�declined,�with�a�slight�increase�in�2005,�and�then�remained�stable�at�10.5�million.�In�1960,�there�were�

around�1.5�million�refugees,�which�increased�to�2.5�million�in�1970,�8�million�in�1980,�18�million�in�1990,�12�million�in�2000.�

The�chart�displays�a�decline�in�the�number�of�refugees�living�outside�their�country�of�origin,�from�20�million�in�1960�to�14�

million�in�2012.�The�data�is�presented�in�a�line�graph,�showing�the�trend�over�time.�The�chart�also�includes�a�bar�graph�that�

provides�a�more�detailed�breakdown�of�the�refugee�population�by�year.�The�bar�graph�shows�the�number�of�refugees�in�each�

year,�with�the�highest�number�of�refugees�in�1960�and�the�lowest�number�in�2012.�This�information�highlights�the�changes�in�

the�refugee�population�over�the�past�several�decades.

LLaVA

The�chart�displays�a�trend�in�the�number�of�refugees�living�outside�their�country�of�origin,�from�1960�to�2012.�It�shows�a�steady�

increase�in�this�population�over�the�years,�reaching�a�peak�in�9.5�million�in�both�80s�and�00's.�However,�the�numbers�have�

declined�since�then,�with�the�total�refugee�population�dropping�to�around�6.7�million�as�of�40�years�later.�The�data�is�

represented�by�a�line�graph,�where�the�vertical�axis�shows�the�year�and�the�horizontal�axis�represents�the�population.�The�line�

starts�at�50,098�in�January�7,�304,�representing�the�refuge�population�in�that�year.�As�time�progresses,�it�gradually�increases,�

peaking�at�around�the�mid-90’s,�and�then�declining�to�the�present-day�level.

mPLUG-Owl

Figure 19: Examples comparing the summaries generated by our model with those of other models.

Summary：

The�chart�shows�the�trend�of�

Google�searches�for�"Mother's�Day�

Flowers"�from�2004�to�2015.�The�

searches�peak�around�the�week�of�

Mother's�Day,�which�is�the�second�

Sunday�in�May.�The�chart�also�

shows�the�average�price�of�flowers�

on�Mother's�Day,�which�has�been�

increasing�over�the�years.�

Figure 20: Examples of human evaluation. For each chart, evaluators score the generated summary
based on two criteria: matching degree and reasoning correctness, with scores ranging from 1 to 5.
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