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Abstract

We introduce a novel framework, LM-Guided CoT, that leverages a lightweight (i.e., <1B) language model (LM)
for guiding a black-box large (i.e., >10B) LM in reasoning tasks. Specifically, the lightweight LM first generates a
rationale for each input instance. The Frozen large LM is then prompted to predict a task output based on the
rationale generated by the lightweight LM. Our approach is resource-efficient in the sense that it only requires training
the lightweight LM. We optimize the model through 1) knowledge distillation and 2) reinforcement learning from
rationale-oriented and task-oriented reward signals. We assess our method with multi-hop extractive question
answering (QA) benchmarks, HotpotQA, and 2WikiMultiHopQA. Experimental results show that our approach
outperforms all baselines regarding answer prediction accuracy. We also find that reinforcement learning helps the
model to produce higher-quality rationales with improved QA performance.

Keywords: Chain-of-Thought Prompting, Large Language Model, Reinforcement Learning, Knowledge Dis-

tillation
1. Introduction

Chain-of-Thought (CoT) prompting (Wei et al.,
2022b) has gained attention as a means to elicit the
inherent reasoning abilities of a language model
(LM). By prompting the models with “Let’s think step
by step” following the actual task description, the
model first produces intermediate reasoning steps
and then predicts a task output. It has been shown
to enhance the downstream task performance in
complex reasoning domains such as arithmetic
(Lewkowycz et al., 2022), commonsense (Jung
et al., 2022), and symbolic (Khot et al., 2022) rea-
soning. However, there are several limitations to
conventional CoT prompting. Firstly, the perfor-
mance gains when compared to standard prompt-
ing (i.e., without “Let’s think step by step”) are only
likely to emerge in very large LMs, preferably 100+
billion parameters (Wei et al., 2022a). Moreover,
the models may still generate low-quality rationales
that are repetitive and vacuous (Ye and Durrett,
2022). This can be attributed to their tendencies
to lack faithfulness to an input instance (Lanham
et al., 2023) and to produce unaligned rationales
and answers (Wang et al., 2022b; Turpin et al.,
2023).

Given that CoT prompting is primarily effective
with large LMs, rectifying these undesirable be-
haviors through direct model modifications is non-
trivial, particularly with constrained computational
resources. Hence, we propose LM-guided CoT, a

TThis work was done during the internship at Ama-
zon.
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Figure 1: lllustration of our proposed method.

novel framework that leverages two independent
LMs (i.e., a small LM for rationale generation and
a large LM for answer prediction) for CoT reason-
ing. As shown in Figure 1, we first employ a vanilla
knowledge distillation (KD) technique to the small
LM with rationales generated by the large LM (§3.1).
This initial step helps narrow the gap in reasoning
capabilities between the smaller and larger LMs
to a certain extent. To further improve the quality
of rationales generated by the knowledge-distilled
LM, we establish fine-grained measurements con-
cerning 8 rationale-specific aspects (relevance, ac-
tuality, logicality, consistency, coherence, fluency,
naturalness, and readability) and use them to opti-
mize the knowledge-distilled LM with reinforcement
learning (RL) (§3.2).

We conduct experiments on an extractive multi-
hop question answering (QA) task using two pop-
ular benchmarks, HotpotQA (Yang et al., 2018)
and 2WikiMultiHopQA (Ho et al., 2020). Although
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our framework can be flexibly applied to a wide
range of LMs, we use FLAN-T5 (Longpre et al.,
2023) models in this work because they are open-
source and instruction-tuned on both QA and CoT
data, enabling us to use it off-the-shelf without ad-
ditional training or prompt engineering.! Our exper-
iment results show that LM-guided CoT prompting
outperforms both the standard prompting and
the original CoT prompting. More precisely, we
find that (1) LM-guided CoT with KD and self-
consistency (SC) decoding strategy (Wang et al.,
2022b) maximizes the performance gain; (2) RL
contributes to a slight increase in overall rationale
quality and task performance; (3) choosing the
highest-quality rationales for the large LM does
not always guarantee improved task performance.
This work presents a unique alternative to the direct
optimization of the large LM through fine-tuning the
comparatively smaller LM. Moreover, the clear sep-
aration of two fundamental sub-tasks within CoT
reasoning grants practitioners greater control over
each task.

2. Related Work

Rationale Distillation. For computation efficiency
or task performance, recent literature has explored
methods to improve small LMs’ reasoning abilities.
Li et al. (2023); Shridhar et al. (2023); Ma et al.
(2023) have experimented with rationale distilla-
tion, where a small student LM learns from a large
teacher LM to generate CoT rationales. While these
studies have mainly concentrated on comparing its
performance in downstream tasks against that of
large LMs, there has been limited investigation into
addressing errors in the generated rationales that
might have been inherited from the teacher model.
Rationale Evaluation and Refinement. In con-
texts beyond rationale distillation, there have been
growing efforts to unravel which aspects of the
generated reasoning steps contribute to the down-
stream task performance. Wang et al. (2022a) re-
port that rationales’ logicality and relevance to the
query are key factors in successful CoT reasoning.
Few studies have measured the validity of reason-
ing steps from the lens of more diverse aspects
like informativeness, coherence, and repetition, etc
(Golovneva et al., 2022; Prasad et al., 2023). While
RL has gained popularity as an approach for ad-
dressing misaligned behaviors in LMs, the field of
rationale correction has seen limited research.

"We also ran a small experiment with the instruction-
tuned Open LLaMa (7B) model and confirmed that its
performance is significantly worse than FLAN-T5 in a
zero-shot setting.

3. LM-guided Chain-of-Thought

The proposed framework consists of two LMs: a
lightweight model M* that focuses on generating
the optimal rationale given an input instance, and a
black-box large model M’ that predicts an output
based on the rationale generated by M*.

3.1.

Rationale Generation. In general, multi-hop ex-
tractive QA datasets contain a list of questions Q,
contexts C, and corresponding ground truth an-
swers A. For each input (g, c)-output (a) pair, we
need a corresponding ground truth rationale r to
train M for rationale generation in a supervised
manner. However, most QA benchmarks do not
provide r. Given that manual annotation for r is
labor-intensive and time-consuming, we

Rationale Distillation

Based on the provided context, answer the fol-
lowing question (Q) by reasoning step-by-step.
Context: ¢

Q: g

A : Let’s think step by step.

For generation, we use greedy decoding; i.e.,
choosing the most plausible token at each gen-
eration step.

Rationale Filtering and Training. When it comes
to knowledge distillation, data cleaning processes
play a crucial role in preventing errors or noises
included in the generation from the teacher LM
being inherited to the student LM. Thus, we filter
samples associated with unfaithful responses to
the prompt (i.e., not providing rationales prior to
providing a final answer) and inaccurate answer
prediction. Finally, we instruction-tune A/ using
the following prompt:

Given a question (Q) and a context, generate a
chain of reasoning step by step to answer the
question.

Context: ¢

Q: q

Reasoning: r’

For the rest of the paper, we denote the rationale-
distilled model as M*.

3.2. Rationale Refinement

Annotation for Rationale Quality Measurement.
Inspired by previous text and rationale generation
evaluation metrics (Golovneva et al., 2022; Fu et al.,
2023), we attempt to quantify 8 linguistic aspects
(factuality, relevance, logicality, consistency, coher-
ence, fluency, naturalness, readability) of rationales
generated by M* in §3.1. Let us denote r* as M*-
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Aspects Descriptions
Factuality Percentage (0.0-1.0) measuring if the reasoning is grounded based on the context (Input: ¢ & ')
Relevance | Percentage (0.0-1.0) measuring if the reasoning is relevant to the question (Input: ¢ & ')
Logicality Binary (0 or 1) measuring if the reasoning is logical and can reach a final answer
Consistency | Binary (0 or 1) measuring if the reasoning remains consistent and coherent (Input: ¢ & ')
Coherence | Binary (0 or 1) measuring if the reasoning is without redundant information (Input: q & ')
Fluency Binary (0 or 1) measuring if the reasoning is well-written and grammatically correct (Input: ')
Naturalness | Binary (0 or 1) measuring if the reasoning is natural and human-like (Input: ')
Readability | Binary (0 or 1) measuring if the reasoning is easy to follow and understandable (Input: r’)

Table 1: Descriptions of 8 rationale aspects used for evaluation. ¢, ¢, and v’ denote a question, context,
and a corresponding rationale generated by the small LM, respectively.

generated reasoning. Since there is no ground
truth rationale r available for comparison, our met-
rics are reference-free, utilizing a pair of »* and
one of existing inputs (¢ or ¢). Table 1 describes
each aspect type and input combinations. As we
intend to use these metrics for reward scoring in
RL, it is critical to have an accurate metric. Hence,
we obtain a small set (n=100) of gold labels for all
aspect types through human annotation. A detailed
description of the annotation process and results
is reported in §11.1.

Automatic Measurement for Rationale Quality.
Manual annotation offers substantial value, but
within the context of RL, it becomes notably chal-
lenging due to frequent reward scoring. Therefore,
we probe several ways to automate this process.
Ye and Durrett (2022) introduced the simple yet
effective approach for assessing factuality and rele-
vance through token-level lexical overlap. We follow
their method for factuality and relevance measure-
ment. For the remaining 6 categories, two methods
are considered. The first approach is to harness a
large LM to function as reference-free NLG evalua-
tors, inspired by recent works (e.g., Liu et al. (2023),
Wang et al. (2023)). The second approach, in con-
trast, involves training a simple machine learning
classifier using human-annotated data. Both ap-
proaches are comprehensively described in §11.2.
Due to inference time efficiency and higher align-
ment scores to human annotators (see Table 5), we
resort to the second method for all our experiments.
RL for Rationale Refinement. We next detail
how to utilize established evaluation metrics as re-
ward signals to update the knowledge-distilled M *
with Proximal Policy Optimization (PPO) (Schulman
et al., 2017). Given each input (¢, c)-output (a) pair
from training data, we first prompt M* to generate
a corresponding rationale »*. During the genera-
tion process, an aspect-specific reward (denoted
as Raspect) IS measured by aggregating all values
returned from automatic evaluation metrics.? We
then pass r* to M to retrieve the answer prediction

2We also test with normalization or weighted sum-
mation for the scores, but they did not affect the perfor-
mance.

a* and compute a task-specific reward (denoted as
Riaskace). Specifically, we leverage the F1 score
between the predicted answer and the ground truth
answer:

1 if F1(a,a*) > 0.5,
RtaskAcc = 0 else

A final reward score for model training is the sum-
mation of Ryspect and Riqskace. Following Stiennon
et al. (2020), we also incorporate penalties based
on the Kullback Leibler (KL) divergence between
the learned policy LM and A<,

4. Experiments and Results

4.1. Experimental Setup

Model and Dataset. we utilize FLAN-T5 small
(80M) for M* and FLAN-T5 XXL (11B) for ML.
Both HotpotQA (Yang et al., 2018) and 2Wiki-
MultiHopQA (Ho et al., 2020) consist of an input
question, and an answer, along with 9-10 context
paragraphs with supportiveness labels indicating
whether the paragraph contains supporting facts.
Due to the input token size limitation of FLAN-T5,
we only use supporting paragraphs as context.

Training & Evaluation Setup. We use a randomly
sampled subset of training data from two datasets
(15K samples per data) for model training. After
filtering unqualified reasoning, it results in 23K sam-
ples. All training-related hyperparameters can be
found in §11.3. According to our preliminary ex-
periments, the impact of CoT prompting appeared
to be diminished due to two potential factors: (1)
questions being overly simplistic, obscuring the sig-
nificance of intermediate reasoning processes; (2)
LMs already possessing pertinent background in-
formation (e.g., Flan-T5 is fine-tuned on various
question-answering datasets). To prevent models
from answering based on parametric memory, we
attempt to make the existing evaluation data more
challenging, similar to the approaches taken by Ye
and Durrett (2022) and Zhao et al. (2023). For each
dataset, we leverage the prediction outcomes of
standard prompting and select 1000 input instances
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Rationale HotpotQA 2WikiMultiHopQA
Prompt Provision?
EM  Fy Answer EM  Fy Answer
Inclusion Inclusion
standard prompting X 0.5 0.714 0.583 0.5 0.625 0.647
CoT prompting v 0.483 0.686 0.611 0.4 0.532 0.561
CoT prompting + SC X 0.503 0.70 0.624 0.471 0.603 0.625
LM-guided CoT prompting (KD) v 0.507 0702  0.625 0.506 0.626  0.661
LM-guided CoT prompting (KD + SC) X 0513 0.714  0.635 0.524 0.644  0.679
LM-guided CoT prompting v 0503 0.698  0.625 0507 0.631  0.665
(KD + Raspect)
LM-guided CoT prompting v 0.508 0704  0.627 0503 0622  0.657
(KD + Raspect + RtaskAcc)
LM-guided CoT prompting v 05 0698  0.623 0501 0.619  0.653

(KD +Raspect + ranking)

Table 2: Answer prediction performance results of baselines and our approach. We regard SC decoding
as a non-rationale provision because this method can result in multiple variations of rationales, rather
than a single one. Values in bold represent the highest scores and underlined values are the second

highest scores.

Type Description Template
Based on the provided context, answer the following question (Q).
Standard Directly predicting the answer | Context: ¢
prompting based on input Q: q
A:
Based on the provided context, answer the following question (Q)
CoT Predicting the answer after by reasoning step-by-step.
. ) . Context: ¢
prompting generating the reasoning Q g
A : Let’s think step by step.
Based on the provided context, answer the following question (Q)
LM-guided Predicting the answer with by reasoning step-by-step.
CoT prompting | conditional generation upon Context: ¢
(our method) | the LM-generated reasoning | Q: g
A : Let’s think step by step. »’ . Hence, the answer is

Table 3: Descriptions and templates of each prompt used for the answer prediction task. g, ¢, and
denote a question, context, and a corresponding rationale generated by the small LM, respectively.

that M~ answered correctly and an additional 1000
from questions where the model provided incorrect
responses. This results in a total of 2000 samples
for evaluation.

Baselines and Evaluation Metrics. We use stan-
dard prompting and CoT prompting as our base-
lines (see Table 3). We also experiment with the
SC decoding strategy (Wang et al., 2022b), which
samples multiple reasoning paths (n=10) and se-
lects the most consistent answer. For evaluation,
we report three metrics for the answer prediction
task: (1) exact match (EM), computing whether
the prediction exactly matches the ground truth an-
swer, (2) F1, computing the average word overlap
between the prediction and ground truth answer,
and (3) answer inclusion®, computing whether the
ground truth answer is mentioned in the prediction.

3We included this measurement because models of-
ten provide more extensive responses (e.g., ground truth:

4.2. Results

Baseline Performance. As shown in Table 2, we
find that A% (equivalent to FLAN-T5 XXL) does not
benefit from the original CoT prompting, as its EM
and F1 scores dropped in both datasets (except for
answer inclusion score for HotpotQA) when com-
pared to standard prompting. This is consistent with
previous research findings that models with less
than 50B parameters exhibit limited reasoning capa-
bilities. We also observe that the performance drop
is more significant with 2WikiMultihopQA (nearly
10% for EM and F1) than HotpotQA. Based on our
manual inspection of incorrect predictions, M’ was
prone to repeat sentences in the context and fail
to provide a final answer to the questions. This
hints that, when context gets too long, models face

World’s Best Goalkeeper — generation: IFFHS World's
Best Goalkeeper). This may be explained by our usage
of contextual paragraphs as input.
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difficulties in digesting the content and establishing
valid reasoning steps. Overall, SC CoTl prompt-
ing enables the model to noticeably recover from
answer prediction errors, especially for 2WikiMulti-
hopQA.

LM-guided CoT Performance. Table 2 shows a
comprehensive breakdown of our method’s perfor-
mance. Additionally, we explore an extension of
our approach, which involves sampling multiple rea-
soning paths and subsequently ranking the most
optimal rationales. Our method with only KD outper-
forms the original CoT prompting with 2% gain for
HotpotQA and 10% for 2WikiMultiHopQA, respec-
tively. Figure 2 illustrates the respective rationale
qualities of all prompting techniques, reinforcing
the effectiveness of our method in enhancing both
answer prediction and rationale qualities. When
employing the original CoT prompting for questions
with lengthy contexts, models frequently recycle
sentences from the provided context and struggle
to deliver a conclusive answer to the question. This
trend is mitigated by our approach, resulting in a sig-
nificant decrease in error rates. It also surpasses
the performance of CoTl prompting + SC and is on
par with standard prompting in terms of EM and
F1. For the answer inclusion score, LM-guided CoT
prompting is slightly higher (1-2%) than standard
prompting. Furthermore, LM-guided CoT prompt-
ing + SC achieves the highest performance across
all settings.

3.2 - . 062 3 07
‘O Rationale Quality Scores

B Answer Prediction

‘O Rationale Quality Scores
M Answer Prediction

3.025

0.6132.85

0.605 2.7

2675 0.5972.55

Figure 2: Average answer prediction performance
(across three evaluation metrics) and average ra-
tionale quality scores (i.e., Ryspect) for HotpotQA
(left) and 2WikiMultiHopQA (right). The right y-axis
represents the mean answer prediction scores, and
the left y-axis represents the mean rationale quality
scores.

As shown in Figure 2, the implementation of RL
enables the model to achieve additional improve-
ments in both rationale qualities and task perfor-
mance. However, in line with Joshi et al. (2023)’s
findings, a slight decrease in task performance is
observed at the cost of maximized rationale qual-
ities when selecting top-quality rationales. There
may be several underlying factors involved (e.g.,

models’ unfaithfulness), but this is not the scope of
this work.

5. Conclusion

LM-Guided CoT is a novel framework that decom-
poses a conventional CoT prompting into two steps
using two models: (1) rationale generation and
(2) answer prediction. This includes distilling the
reasoning ability from a large LM to a small LM
and further optimizing it with RL. The results reveal
that our method outperforms all baselines, high-
lighting its potential to serve as an effective and
resource-efficient approach to tackle challenges
within the CoT prompting paradigm. Meanwhile,
we also find that selecting top-quality rationales for
answer prediction may not consistently boost task
performance. This prompts the need to explore a
more harmonious balance between LM-generated
rationale utilities and overall task performance.

6. Limitations

Although our framework can seamlessly accommo-
date various model combinations in a plug-and-play
manner, we have restricted our experimental report-
ing to FLAN-T5. In a similar vein, this work only
explores the task of multi-hop QA, leaving an open
question about generalizability to other reasoning
tasks. We anticipate future research endeavors
to extend the application of our approach across
diverse domains requiring sophisticated reasoning.
Lastly, due to resource constraints, we were unable
to collect extensive human annotations for estab-
lished aspect evaluation metrics.

7. Ethical Considerations

All the datasets that we use in our work are pub-
licly available, and we have given appropriate credit
to the original authors throughout the paper. We
acknowledge that occasionally, the generated ratio-
nales may include non-factual and offensive state-
ments. As we do not plan on distributing these arti-
facts, it effectively reduces the potential for harm.
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11. Appendices
11.1. Human Annotation for Rationale
Quality Measurement

Annotation Details. Three researchers manually
inspected 100 instances randomly sampled from
training data. To ensure the quality and consis-
tency of the annotation process, one researcher
designed the annotation instruction describing the
definition of each aspect (see Table 1) as well as 4
demonstration examples for each aspect category.
Figure 3 displays demonstration examples for logi-
cality. These examples are chosen randomly from
the remaining training set, which was not included
in the initial set of 100 annotation samples, and are
manually annotated based on aspect descriptions.
Upon the completion of annotation, we gauged the
inter-rater agreement rates to validate the reliability
of submitted annotation results by computing the av-
erage Fleiss’ Kappa coefficient (Fleiss, 1971). The
mean Kappa score among the three annotators
across all aspect categories was 0.56, indicating
a moderate agreement rate. Ultimately, we take
the mode of annotated labels submitted by three
annotators and consider it as a ground truth.

Analysis of Relationships between Aspect
Types and Task Performance. Based on 100
labeled instances, we perform a post-hoc analysis
to understand how the proposed aspects are re-
lated to answer prediction performance. The label
distributions are as follows: correct (n=78) vs. in-
correct (n=22). We compare the mean difference
of evaluation scores based on correct & incorrect
responses. As shown in Figure 4, rationales asso-
ciated with correct answer prediction are prone to
have higher scores than those with incorrect pre-
diction. In particular, coherence has the largest
mean difference, followed by readability and logi-
cality. For fluency and naturalness, the gap seems
minimal. We further conduct statistical testing to
validate their statistical significance. T-test results
confirm that the mean difference observed in co-
herence (p = 0.003), readability (p = 0.0002), and
logicality (p = 0.05) are statistically significant with
p < 0.05.

11.2. Automatic Measurement for
Rationale Quality

Method 1: Self-Evaluation from Large LMs. Fu
et al. (2023) have demonstrated the emergent
capabilities of large LMs in neural text evalua-
tion, achieved through zero-shot instruction and
in-context learning. The key idea is that, given the
natural language description of desired task and
evaluation aspects, large LMs can assess multi-
dimensional text quality without any learning pro-
cess. Motivated by this, we instruct FLAN-T5 XXL
to evaluate 6 aspects of the machine-generated ra-
tionales. Similar to Fu et al. (2023)’s experiments,
we investigate the performance of instruction-only
(IST) prompting and instruction+demonstration
(IDM) prompting. Let’s say ¢ and »’ denote a ques-
tion and a machine-generated rationale that is yet
to be evaluated. d represents the aspect definition
of our interest from Table 1. A prompt template
used for IST is:

Answer the question based on the provided
information.

Question: Can the given reasoning d ? (a) Yes.
(b) No.

Information:
Question: ¢
Reasoning: r’
Answer :

A prompt template for IDM is equivalent to IST but
with the inclusion of a few task demonstrations. The
number of demonstrations ranges from 1 to 4. We
use the same demonstrations included in the hu-
man annotation instruction (§11.1). Lastly, we eval-
uate IST in combination with SC decoding, which
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EXAMPLES

Question :

Answer : Eileen Percy

film actress Eileen Percy.
Output : no

Keep Knocking 'Em Down

Question :
Ringo And His Golden Pistol?

Answer : Ringo And His Golden Pistol
Reasoning :

2002.
Output : yes

Logicality : measures whether the given reasoning is enough to reach the answer

Who is the spouse of the composer of song You Keep Sending 'Em
Over And We'Ll Keep Knocking 'Em Down?

Reasoning: Harry Rubenstein, known professionally as Harry Ruby (January 27,
1895 - February 23, 1974) was an American composer and screenwriter, who was
inducted into the Songwriters Hall of Fame in 1970. He was married to silent

=2 The output is 'no’ because it is missing the information that Harry
Rubenstein is the composer of song You Keep Sending 'Em Over And We'Ll

Which film has the director died first, Everybody Wins (Film) or

Ringo and His Golden Pistol is a 1966 Italian Spaghetti Western
film directed by Sergio Corbucci and starring Mark Damon. Everybody Wins is a
1990 American mystery-thriller film directed by Karel Reisz, starring Debra
Winger and Nick Nolte. The director of Ringo and His Golden Pistol died
first, 1 December 1990. The director of Everybody Wins died last, 25 November

Figure 3: Demonstration example for "logicality" annotation.
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Figure 4: Mean scores of human annotation results by answer prediction correctness.

involves sampling the prediction multiple times (n
= 10) and taking the mode as a final prediction.
To ensure that the rationale evaluation of FLAN-
T5 XXL aligns closely with human annotation, we
compute the macro F1 scores for 5 prompt-based
experiments using 100 human-labeled examples
(Table 4). In most cases except for fluency, IST
prompting demonstrates the highest performance.

Method 2: Supervised Training with Human-
Annotated Data. Here we train a logistic regres-
sion classifier using 100 ground truth data from
§11.1. This can be done by converting input data
into TF-IDF vectors. Due to a small training data

size, we resort to training two independent binary
classifiers instead of having 6 models for each as-
pect type. While the first model is to predict if a
given reasoning is logical, coherent, and consistent,
the second model focuses on predicting whether
the reasoning is fluent, natural, and readable. If
at least one of the components is not satisfied, we
consider it a negative label. The final label dis-
tribution is as follows: logicality & consistency &
coherence (0: 60 vs. 1: 40), and fluency & natural-
ness & readability (0: 20 vs. 1: 80). We use 90%
of the dataset (n=90) for training and the remaining
10% (n=10) for evaluation.
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Prompting \ Coherence Consistency Logicality Fluency Naturalness Readability
IST IST 0.52 0.70 0.73 0.91 0.52 0.86
IST + self-consistency 0.53 0.67 0.74 0.90 0.50 0.85
IDM (1 shot) 0.53 0.64 0.70 0.92 0.29 0.70
DM IDM (2 shot) 0.53 0.62 0.73 0.91 0.24 0.69
IDM (3 shot) 0.51 0.62 0.73 0.88 0.28 0.67
IDM (4 shot) 0.52 0.62 0.70 0.89 0.36 0.50

Table 4: The macro F1 scores for 5 prompt-based experiments from Method 1, based on 100 human-
labeled examples. Values in bold represent the best performance in each aspect.

\ Coherence & Consistency & Logicality

Fluency & Naturalness & Readability

Methods

\ Acc  Precision Recall F1 Acc Precision Recall F1
Method 1 | 0.62 0.62 0.6 0.6 0.7 0.7 0.81 0.67
Method 2 | 0.8 0.79 0.79 0.79 0.9 0.94 0.75 0.9

Table 5: Evaluation results (Method 1 vs. Method 2). Values in bold represent the best performance in

each aspect.

Method 1 vs. Method 2. We attempt to assess
which one is more suitable for providing rewards
for RL. For a fair comparison, we use the same
evaluation data that was used in Method 2. Since
Method 1 has 6 aspect categories, we obtain indi-
vidual results using the best-performing approach
and group them into two as we did for Method 2. Ta-
ble 5 reports the accuracy, macro precision, macro
recall, and macro F1 for Method 1 and Method
2. The results indicate that, although models from
Method 2 are trained on a relatively small dataset,
Method 2 is more aligned with human judgments
compared to Method 1. Additionally, inference time
using Method 2 is significantly faster than Method
1, making it easier to retrieve rewards in the RL
setting. As a result, we use Method 2 for all our
experiments.

11.3. Training Configuration

We provide a comprehensive description of the
hyperparameters utilized in the model training pro-
cess.

Rationale Distillation. For rationale generation
from the teacher model, we randomly sampled 15K
examples from each of the two datasets, resulting
in a total of 30K examples. After filtering invalid
rationales, the dataset was reduced to a total of
23K examples. 90% of data was used for training,
and the remaining 10% was used for validation. For
training, we used 8 NVIDIA Tesla V100 GPUs with
16GB configurations. Hyperparameters for training
are as follows: 3e-3 for learning rates, 5 epochs,
64 batch size.

RL for Rationale Refinement. For RL, we uti-
lized the Huggingface’s TRL* library that provides

“https://huggingface.co/docs/trl/index

a set of tools to train transformer LMs with RL. In-
stead of using the same examples used for the ra-
tionale distillation, we selectively chose 5000 exam-
ples that FLAN-T5 XXL failed to answer the ques-
tion correctly. The reason behind this choice was
to increase the model’s exposure to challenging
questions, thus increasing the likelihood of receiv-
ing more learning signals. We used 90% of data
for training and the remaining 10% for validation.
Training hyperparameters are as follows: 1.4e-5 for
learning rates, 1 epoch, 16 batch size. For genera-
tion configurations, we set top_k as 0.0, top_p as
1.0, and enabled sampling.
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