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Abstract
To investigate the impact of Multiword Expressions (MWEs) on the fine-grained performance of the state-of-the-art
metrics for Machine Translation Evaluation (MTE), we conduct experiments on the WMT22 Metrics Shared Task
dataset with a preliminary focus on the Chinese-to-English language pair. We further annotate 28 types of
Chinese MWEs on the source texts and then examine the performance of 31 MTE metrics on groups of sentences
containing different MWEs. We have 3 interesting findings: 1) Machine Translation (MT) systems tend to perform
worse on most Chinese MWE categories, confirming the previous claim that MWEs are a bottleneck of MT;
2) automatic metrics tend to overrate the translation of sentences containing MWEs; 3) most neural-network-
based metrics perform better than string-overlap-based metrics. It concludes that both MT systems and MTE
metrics still suffer from MWEs, suggesting richer annotation of data to facilitate MWE-aware automatic MTE and MT.
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1. Introduction

Multiword Expressions (MWEs) are commonly rec-
ognized as hard nuts noteworthy to many natu-
ral language processing tasks, especially Machine
Translation (MT) and its evaluation (MTE) (Con-
stant et al., 2017). Despite numerous efforts to
enhance MT quality by integrating more attention
to MWEs, limited knowledge of how current MTE
metrics perform on different MWEs has hindered
progress in this field. Additionally, the scarcity of
datasets with MWE information is an obstacle to
the development of MTE and even MT. Thus, we
carry out the fine-grained meta-evaluation of MTE
metrics concerned with various types of MWEs.
Considering that different types of MWEs exhibit
significant heterogeneity in both syntax and se-
mantics (Doren Singh and Bandyopadhyay, 2011),
we create a corpus well-annotated with a wide
range of categories of Chinese MWEs based on
the WMT22 data (Freitag et al., 2022). Our corpus
is available online’.

All data in our experiments are grouped accord-
ing to MWE categories. The study is hereby con-
ducted at 2 levels: 1) the property level, a coarse-
grained grouping of sentences regarding the pres-
ence of MWEs in general; and 2) the category
level, a grouping of sentences according to the
fine-grained categories of MWEs. Our findings re-
veal that MT systems tend to perform worse on
sentences with MWEs as indicated by their lower
human evaluation scores and most automatic met-
rics tend to overrate those translations indicating

1https ://github.com/florethsong/
mtme-zh-mwe

their insensitivity to poorly translated MWEs and
subsequently such MTE metrics perform worse
on sentence groups with MWEs. In other words,
automatic metrics tend to produce “false positive”
scores since they are agnostic of the presence
of MWEs which most MT systems are bad at.
From another perspective, neural-network-based
metrics regardless of whether reference-free or
reference-dependent generally outperform string-
overlap-based metrics. Further details will be dis-
cussed later in the paper. We conclude that our
study underscores the importance of addressing
MWEs when constructing MT systems and design-
ing MTE metrics by shedding light on the perfor-
mance and limitations of current models.

The remaining part of the paper proceeds as fol-
lows: In Section 2, related work and the motiva-
tion of this study are briefly introduced. Section 3
describes the details of our experiments, including
methods for data annotation and statistical analy-
sis. In Section 4, we present the experimental re-
sults, followed by a detailed analysis in Section 5.
Finally, Section 6 concludes the study.

2. Related Work

Due to the multiformity of natural languages and
the lack of homogeneity of MWEs, the definition
and categorization of MWEs vary in the literature.
In broad terms, MWEs are sequences of words
that statistically co-occur and function as a sin-
gle unit across word boundaries (Sag et al., 2002;
Calzolari et al., 2002; Carpuat and Diab, 2010).
However, this primary description does not fit well
with Chinese which lacks word spaces (Wang,
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2020). Another definition commonly adopted by
researchers, including us, is provided by Baldwin
and Kim (2010) who described MWEs as “lexical
items that (a) can be decomposed into multiple lex-
emes, and (b) display lexical, syntactic, semantic,
pragmatic and/or statistical idiomaticity”.

Given the prevalence of MWEs in human lan-
guages, accounting for 41% of lexical items in
WordNet 1.7 (Fellbaum, 1998), considerable atten-
tion has been devoted to leveraging their positive
influence on improving MT systems (Deksne et al.,
2008; Bouamor et al., 2012; Ghoneim and Diab,
2013; Kordoni and Simova, 2014; Rikters and Bo-
jar, 2017; Zaninello and Birch, 2020). However,
the development of MWE-aware MTE metrics for a
better diagnosis of MT systems has been a largely
under-explored domain and remains an open chal-
lenge. Despite BLEU (Papineni et al., 2002) being
the predominant choice for assessing translation
quality, Constant et al. (2017) argued that it fails
to identify specific gaps, regarding e.g. MWEs, be-
tween different MT systems.

Some work has focused on examining MT qual-
ites on MWEs by analyzing translation errors
within limited types of MWEs and language
pairs (Babych and Hartley, 2010; Barreiro et al.,
2013; Schottmdiller and Nivre, 2014; Esperanca-
Rodier and Didier, 2016; Esperanca-Rodier and
Frankowski, 2021). Very few studies probed into
the MWE-task-oriented meta-evaluation or design
of MTE metrics (Avramidis and Macketanz, 2022;
Salehi et al., 2015). Avramidis and Macketanz
(2022) found that most MTE metrics perform worse
in bidirectional translations between German and
English when it comes to some phrasal structures,
viz. Named Entities (NEs), terminology, and mea-
suring units. Salehi et al. (2015) carried out a pi-
lot study to integrate the compositionality scores
of English noun compounds into a traditional MTE
metric and obtained promising results.

Research on Chinese MWEs is notably scarcer
in comparison to English (Wang, 2020; Ramisch
et al.,, 2023). Recent contributions to Chinese
MWEs include the annotated corpora such as Al-
phaMWE (Han et al., 2020a), MultiMWE (Han
et al., 2020b), and PARSEME 1.2 (Ramisch et al.,
2020) and 1.3 (Savary et al., 2023). The HiLMeMe
(Han et al., 2020b), a human-in-the-loop MTE met-
ric stressing MWEs, demonstrates the significant
potential for enhancing MTE accuracy from the
perspective of Chinese MWEs.

In summary, the existing work highlights the insuf-
ficient exploration of the impacts of diverse MWEs
on mainstream MT systems and MTE metrics
along with the growing trend of applying linguis-
tic resources to improve fine-grained MTE (Han,
2022) which appeals efforts on constructing MWE-
annotated datasets.

3. Experiments

In this section, we present the details of our exper-
iments, including the data to be used and its anno-
tation, the MTE metrics to be evaluated, and the
computational settings.

3.1.

The original materials for our study are the test sets
and the corresponding results officially collected
by the WMT22 Metrics Shared Task (Freitag et al.,
2022). This dataset comprises 1,875 Chinese sen-
tences (74,616 tokens) from 4 different domains
(news, social, e-commerce, and communication)
along with references, MT outputs, human scores,
and automatic metric scores. We employ the
Multidimensional Quality Metrics (MQM) (Lommel
et al., 2014) version of expert-based human evalu-
ation scores, which are deemed more reliable than
other human-generated scores like Direct Assess-
ment, according to Freitag et al. (2022).

We analyze a total of 31 metrics from the WMT22
Metrics Shared Task, including 9 baselines from
SacreBLEU (Post, 2018) and 22 newly-submitted
metrics. They are cited in Table 1 with 2 broad crite-
ria: 1) the basis of the model (string-overlap-based
versus neural-network-based), and 2) the need for
a reference translation (reference-dependent ver-
sus reference-free).

Data and Metrics

Reference

(Papineni et al., 2002)
f101spBLEU (Goyal et al., 2022)
f200spBLEU (Team et al., 2022)
chrF (Popovi¢, 2015)
BERTScore (Zhang et al., 2019)

Metric
BLEU

BLEURT-20 (Sellam et al., 2020)

COMET-20 (Rei et al., 2020)
COMET-QE* (Rei et al., 2021)
YiSi-1 (Lo, 2019)
COMET-22 )
COMETKiwi* (Rei et al., 2022)
Cross-QE*

HWTSGC-TLM (Liu et al., 2022)

HWTSC-Teacher-Sim*
KG-BERTScore*
nggE-OE* (Perrella et al., 2022)
MEE (Mukherjee et al., 2020)
MEE?2 (Mukherjee and Shrivastava, 2022b)
MEE4 i
metricx_x|_DA_2019
metricx_xxI_DA_2019
metricx_xI_MQM_2020
metricx_xxI_MQM_2020
MS-COMET-22
MS-COMET-QE-22*
REUSE*

(Freitag et al., 2022)

(Kocmi et al., 2022)
(Mukherjee and Shrivastava, 2022a)

SEScore (Xu et al., 2022)
UniTE
UniTE-ref (Wan et al., 2022)
UniTE-src*
Table 1: Metrics under comparisons and their

categories. ltems with underlines (_) are string-
overlap-based metrics, otherwise neural-network-
based metrics and those with asterisks (*)
are reference-free metrics, otherwise reference-
dependent metrics. These 2 labels remain consis-
tent in the following content.
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3.2. Annotation of Chinese MWEs

This study examines a wide range of MWE types
in Chinese. We combine the category system for
Chinese verbal MWEs by the PARSEME project
(Savary et al.,, 2023) with the typology of NEs
proposed by the OntoNotes project (Weischedel
et al.,, 2012) The final scheme includes 28 cat-
egories of Chinese MWEs, encompassing addi-
tional phenomena including noun-headed idioms,
special lexical structures, multiword terminologies,
and separable words (Sag et al., 2002; Pal et al.,
2010; Baldwin and Kim, 2010; Constant et al.,
2017; Wang, 2020).

Given their large proportions and syntactical id-
iosyncrasies, NEs merit a separate discussion as
a particular subset of MWEs (Jackendoff, 1997;
Vincze et al., 2011; Oh, 2022). Therefore, it is im-
portant to stress that the term “MWE*” in the sub-
sequent analysis denotes 9 types of non-NE ex-
pressions, while the term “NE” covers the other 19
types of expressions as outlined in Appendix A.
We annotate all Chinese MWEs, including MWEs#*
and NEs, in the WMT22 data through a semi-
automatic method. The procedure involves 2
steps: 1) identifying MWEs* in source texts via
a pre-made dictionary and recognizing NEs using
Stanza (Qi et al., 2020); 2) correcting any errors by
native Chinese speakers, including the spans and
the categories of all the annotated instances. Ulti-
mately, 4,257 MWEs*” and NEs (15,585 tokens) in
1,875 Chinese sentences are labeled, with the pro-
portion and the number of each category displayed
in Figure 1 and Appendix A.

ION (0.1%)
LAW (0.1%)

LANGUAGE (0.3%) —————
NORP (0.5%)
LVC.cause (1.0%)
QUANTITY (1.1%)
PRODUCT (1.1%)
PERCENT (1.2%) I
FAC (1.3%) \

— DATE (12.3%)

ORG (9.8%)

MONEY (1.6%) ~/,

LOC (1.8%) 7/
VID (2.0%) /

CON (2.1%) 7/, GPE (9.5%)

TIME (2.4%)
ORDINAL (2.5%)
EVENT (2.6%)
WORK_OF_ART (2.9%)
NID (3.3%) VPC.semi (9.4%)
TER (4.5%)
LVC.full (4.6%)
CARDINAL (5.3%)

IDI (6.3%)
MVC (5.4%) PERSON (6.2%)

Figure 1: Proportions of MWEs* and NEs

To create the MWE* dictionary, we extract MWE?*
items from 3 sources: 1) PARSEME 1.3 (zh)
(Savary et al., 2023), a multilingual corpus an-
notated with verbal MWEs; 2) A Comprehensive
Dictionary of Chinese/English Idioms (Zhang and
Zhang, 2014), an authoritative bilingual collection
encompassing general three-or-four-character id-
ioms, widely used proverbs, allegorical sayings,
and other lexical chunks in Chinese; 3) ID10M
dataset (Tedeschi et al., 2022), an automatically

created dataset annotated with MWEs identified
by a Transformer-based model. After manually re-
moving duplicates, errors, and non-Chinese char-
acters, the dictionary contains 39,978 Chinese
MWEs*.

3.3. Experimental Settings

The study analyzes all data in 2 dimensions: the
property level and the category level. For the prop-
erty level, source sentences are divided into 12
paired groups based on the presence of MWEs#,
NEs, or both. The proportions of all property
groups are shown in Figure 2. These results high-
light the significance of our study, as the probability
for a normal Chinese sentence to contain MWEs
(WITH) is accordingly over 72%. For the category
level, sentences are further grouped depending on
the existence of specific types of MWEs* or NEs.

ONLY_NE: 489 (26.08%)

WITHOUT_ONLY_NE: 1,386 (73.92%) WITHOUT: 516 (27.52%)

WITHOUT: 516 (27.52%)
WITHOUT_NE: 890 (47.47%)
WITHOUT_MWE?: 1,005 (53.60%)

WITH: 1,359 (72.48%)
WITH_NE: 985 (52.53%)
WITH_MWE?: 870 (46.60%)

MWE*+NE: 496 (26.45%) ONLY_MWE?: 374 (19.95%)
WITHOUT_MWE® +NE: 1,379 (73.55%) WITHOUT_ONLY_MWE®: 1,501 (80.05%)
ALL: 1,875 (100%)

Figure 2: Proportions of different property groups

The present study follows the basic hypothesis of
meta-evaluation of MTE metrics which treats hu-
man evaluation as the gold standard to assess
the correlation between metric scores and human
scores (Freitag et al., 2022). Utilizing manual
MQM scores in the WMT22 dataset (Freitag et al.,
2022), we employ 3 statistical methods to evaluate
the performance of selected MTE metrics across
various scenarios. Below is a concise overview of
these 3 methods.

* Normalized Average Score

Both automatic and human evaluations as-
signed scores to the English translations of
1,875 Chinese sentences generated by 18 MT
systems and a group of references. It results
in a total of 35,625 scores from each metric.
However, the scoring intervals of these met-
rics vary significantly, highlighting the need for
a normalized average score for each metric.

STIOTTTL

_ 1 MNsys 1 Znsen,t Si—Smin (1)
Nsys Zl=1 Nsent =1

Smaxz ~Smin

In the formula above, “s” represents the score
given by a specific metric for a sentence, and
“n” denotes the number of sentences or MT

2206



Human: Property < All, Metric: Property < All

I Human: Property < All, Metric: Property > All

WITHOUT_ONLY_NE (9)

Human: Property > All, Metric: Property > All

Human: Property > All, Metric: Property < All

onvy_ne (o) [ I I | [ [ | |
WITHOUT_MWE*+NE (13)
mwe*+Ne (13) [ I I H EEE | | | |
WITHOUT_ONLY_MWE?" (10) 7‘
ONLY_MWE* (10) | [ HE EEE EE
WITHOUT_NE (10) B
wirh_ne (o) [ I H EEE | |
WITHOUT_MWE” (8) ‘
with_mwe* &) | [l | ] | | | |
WITHOUT (8)
wire o) [ L[ [ -

DD DS S S D S
OIS DN AV &S
3 SN oS ATV ATV KL K EE
0900«90@&-\\t\\'\‘? W o

F T L S &€ »
oY E @ )

Figure 3: Relationships between the normalized average scores of automatic and human evaluations for
each kind of property group. The number in brackets indicates the count of dark-colored squares (red
and yellow) in the column or the row. Dark red squares represent that the metric overrates MT outputs
compared to human, while dark yellow squares represent that the metric underrates MT outputs.

systems. Additionally, “min” and “max” repre-
sent the lowest and highest scores assigned
by the metric across all translations. “S,,orm”
is rightly the normalized average score of the
present metric.

« Kendall Rank Correlation Coefficient

The Kendall rank correlation coefficient is a
similarity indicator that compares 2 sets of
rankings assigned to the same set of objects.
To compute Kendall correlations between met-
ric and human scores, we apply MTME?, a
tool recommended by WMT.

« Paired T-test

The paired t-test allows us to determine
whether there exists a significant difference
between two sets of correlations observed in
the distinct property or category groups and
the t-statistic value aids in identifying the na-
ture of such difference.

4. Experimental Results

This section presents the quantitative results of our
study from the perspectives of property and cate-
gory level respectively.

41.
41.1.

Property Level
Normalized Average Score

Figure 3 presents several interesting points. Here,
dark red and light red indicate that the human av-
erage score on translations of the corresponding

®https://github.com/google-research/
mt-metrics—eval

sentence group is lower than that of all transla-
tions; dark yellow and light yellow indicate that the
human average score on translations of the corre-
sponding sentence group is higher than that of all
translations. We can see that most MT systems
perform worse on sentence groups with MWEs*
and/or NEs from their relatively lower human aver-
age scores.

From another perspective, dark-colored squares
(red or yellow), representing discrepancies in the
judgment of translation quality between metrics
and humans, account for 31.2% (116 out of 372)
across all property groups. The dark red squares
indicate that the metrics give higher evaluation
scores on the sentence groups with MWEs* and/or
NEs while humans give them lower scores. Con-
versely, the dark yellow squares show that the met-
rics give lower evaluation scores on the sentence
groups often without MWEs# and/or NEs while hu-
mans give higher scores. This suggests that many
MTE metrics fail to adequately address translation
errors associated with Chinese MWEs.

Regarding the horizontal axis, it is clear that all
string-overlap-based metrics (with _), viz. BLEU
(8 discrepancies), chrF (10), f101spBLEU (8), and
f200spBLEU (8) exhibit low abilities although sev-
eral neural-network-based metrics, including MEE
(10), MEE2 (10), MEE4 (10), and HWTSC-TLM*
(10) are also low-performing. On the other hand,
out of a total of 27 neural-network-based metrics,
10 (35.7%) metrics achieve the best performance
(0) by consistently aligning with human scores
across all property groups. Moreover, considering
reference-dependent metrics and reference-free
metrics (with *), the proportions of discrepancies
are 34.1% (86 out of 252) and 25% (30 out of
120), respectively. This implies that reference-free
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-~ BLEU chrF f101spBLEU —A— f200spBLEU —@- BERTScore —A— BLEURT-20 COMET-20 Yisi-1 - COMET-22 MATESE —- MEE —— MEE2
—@®—- MEE4 —@— metricx_xI_DA_2019 metricx_xxI_DA_2019. metricx_xI_MQM_2020 metricx_xxI_MQM_2020 MS-COMET-22  —@— SEScore —— UniTE —jll- UniTE-ref
COMET—QE* COMETKiwi* —@— Cross- QE* HWTSC-TLM*  —&— HWTSC-Teacher-Sim* KG-BERTScore* MATESE-QE* MS-COMET-QE-22* REUSE* UniTE-src*

Figure 4: The chart of Kendall correlations between automatic and human evaluations at property level.

metrics perform averagely better than reference-
dependent metrics, except for some outliers like
HWTSC-TLM* (10) and REUSE* (6).

4.1.2. Kendall Rank Correlation Coefficient

Figure 5 demonstrates that most automatic evalu-
ations have a correlation of around 0.2 to 0.4 with
human evaluations in all property groups, indicat-
ing ample room for their improvement. It is worth
noting that for sentences containing MWEs, except
for those with MWE#*+NE and WITH_NE, the corre-
lations tend to go higher than those of their comple-
mentary property groups. Referring to the number
of affected metrics of the MWE#+NE (13) group in
Figure 3 which is the highest among all groups, we
think that the co-occurrences of MWEs* and NEs
truly cause issues for automatic metrics. However,
this finding requires further confirmation in the sub-
sequent discussion.

WITHOUT_ONLY_NE |
ONLY_NE |
WITHOUT_MWE"+NE |
MWE* +NE |
WITHOUT_ONLY_MWE®
ONLY_MWE? |

b
WL

WITHOUT_NE |

WITH_NE |
WITHOUT_MWE*

WITH_MWE*

WITHOUT

WITH

|
711

ALL ]

0 0.1 02 02

!

30'32 0.4 0.5

Figure 5: The boxplot of Kendall correlations be-
tween automatic and human evaluations at the
property level. The blue line and the red dot in the
box mark the median and the mean respectively.

Detailed insights into the Kendall correlation be-
tween each automatic evaluation and human eval-
uation are provided by Figure 4. String-overlap-
based metrics generally have lower correlations

Variable 1 Variable 2 T-statistic  P-value
WITH_MWE#* WITHOUT_MWE* 0.50 6.21E-01
WITH_NE WITHOUT_NE -1.86 7.22E-02
ONLY_MWE#*  WITHOUT_ONLY_MWE* 10.05 4.11E-11
MWE*+NE WITHOUT_MWE*+NE -2.77 9.42E-03
ONLY_NE WITHOUT_ONLY_NE 0.94 3.57E-01
WITH WITHOUT 3.97 4.20E-04

Table 2: Results of the paired t-test at the property
level. Original data, i.e. Kendall correlations, meet
the requirement of normal distribution.

(~0.15) than most neural-network-based metrics
(0.3-0.4), with 2 exceptions being underperform-
ing all other metrics (~0.1), i.e. HWTSC-TLM* and
REUSE*. COMET-22, metricx_xI_MQM_2020,
and metricx_xxI_MQM_2020 consistently rank
among the top 3 metrics, with correlations al-
ways exceeding 0.4. Overall, most reference-
dependent metrics and reference-free metrics
have similar correlations which range between 0.2
and 0.3, indicating their comparable performance.

4.1.3. Paired T-test

To validate our previous findings, we conduct
paired t-tests based on Kendall correlations. Ta-
ble 2 presents significant differences (p<0.05) in
3 property pairs: 1) ONLY_MWE* and WITH-
OUT_ONLY_MWE?* (p=4.11E-11); 2) MWE*+NE
and WITHOUT_MWE#+NE (p=9.42E-03); and 3)
WITH and WITHOUT (p=4.20E-04). These results
underscore the noticeable influence of MWEs on
the performance of MTE metrics.

Remarkably, the t-statistic for the pair
ONLY_MWE# and WITHOUT_ONLY_MWE?*
(10.05) indicates that the presence of only MWEs?*
has an overwhelmingly positive impact on the
correlations between automatic and human evalu-
ations. This suggests that the rankings generated
by metrics align more closely with those by hu-
mans when MWEs are present. Consequently,
the correlations for sentences containing MWEs
(WITH) are higher (3.97) than those for sentences
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Human: Category < All, Metric: Category < All

I Human: Category < All, Metric: Category > All

Human: Category > All, Metric: Category > All
Human: Category > All, Metric: Category < All
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ORDINAL (9) ~ Il Il Il - — 1 ]
QUANTITY (3) | ] - ]
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TIME (10) "l I - ] - .
DATE (21) ~ [ I I I 1 1 [ E EmE = . 1
LANGUAGE (18)
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EVENT (2:1) N I I I T T T T | m O EE = . -
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LVC.full (21) [ I I e I — —1 [
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Figure 6: Relationships between the normalized average scores of automatic and human evaluations for
each kind of category group. The number in brackets indicates the count of dark-colored squares (red
and yellow) in the column or the row. Dark red squares represent that the metric overrates MT outputs
compared to human, while dark yellow squares represent that the metric underrates MT outputs.

without any annotations (WITHOUT). On the other
hand, the co-occurrence of MWEs* and NEs in
a sentence (-2.77) dramatically deteriorates the
metrics’ performance. Overall, it seems that NEs
consistently decrease the correlations between
automatic and human evaluations, while MWEs*
tend to increase them. However, these puzzling
observations require profound discussion in
conjunction with the results of the paired t-tests in
Section 4.2.3.

4.2. Category Level

4.2.1. Normalized Average Score

What stands out in Figure 6 is the significant area
in red, indicating that MT systems tend to per-
form poorly when confronting sentences with var-
ious types of MWEs* and NEs. This often leads
to low scores assigned by human evaluators. In
contrast, a considerable proportion of dark red
squares shows a great tendency of automatic met-
rics to give over-high evaluations on translations
with all kinds of MWEs* and NEs, only except for
LANGUAGE, LAW, CON, and ION which tend to
be underestimated. This contrast claims an in-
teresting observation: MT systems struggle with
sentences containing different MWEs, while auto-
matic metrics often overlook the mistakes and as-

sign higher scores to these translations.

Among all categories, 11 types of MWEs (4
MWEs* and 7 NEs) impact over half of automatic
metrics, that is, each with a number over 16, such
as ION (22), LVC.full (21), LVC.cause (20), MVC
(19) and NORP (26). Additionally, it is surprising
that WORK_OF_ART (0) triggers no discrepancy
and NID (1), IDI (2), and VID (1) have minor im-
pacts on automatic metrics, affecting no more than
3 metrics.

Analyzing the number of MWE categories caus-
ing discrepancies for each metric yields similar re-
sults to the property-level analysis. Specifically, 4
string-overlap-based metrics are affected by over
16 types of MWEs, showing poor performance.
Among the neural-network-based metrics, MEE
(20), MEE2 (19), MEE4 (19), and HWTSC-TLM*
(20) exhibit particularly low performance. Instead,
10 metrics based on neural networks achieve bet-
ter performance with discrepancies of less than
7, for instance, COMET-22 (7), MATESE (4), and
others. Reference-dependent metrics experience
discrepancies in 44.9% (264 out of 588) of cases,
while reference-free metrics see discrepancies in
29.3% (82 out of 280) of cases. This suggests
that, overall, reference-free metrics tend to provide
more accurate evaluations compared to reference-
dependent metrics. Interestingly, HWTSC-TLM*
(20) still remains an exception in this regard.

2209



-~ BLEU chrF f101SpBLEU—A— f200SpBLEU —@- BERTScore —A— BLEURT-20
-®- MEE4 —@— metricx_xI_DA_2019 metricx_xx|_DA_2019. metricx_xI_MQM_2020
COMET—QE* COMETKiwi* —¢— Cross- QE* HWTSC-TLM* —A— HWTSC-Teacher-Sim*

metricx_xxl_MQM_2020

COMET-20

YiSi-1 - COMET-22

MATESE ~ -lll- MEE —— MEE2
MS-COMET-22 —4— SEScore —A— UniTE - UniTE-ref
MS-COMET-QE-22* REUSE* UniTE-src*

KG-BERTScore* MATESE-QE*

Figure 7: The chart of Kendall correlations between automatic and human evaluations at category level.

4.2.2. Kendall Rank Correlation Coefficient

The distribution of Kendall correlations in Figure
8 shows how automatic evaluation metrics react
to different categories of MWEs. The category la-
bels on the y-axis are arranged according to their
mean correlations, and the intersecting point be-
tween the red and blue lines in the figure high-
lights noteworthy findings. They indicate that 15
categories under the intersecting point, including
3 types of MWEs* and 12 types of NEs, tend
to cause low correlations, particularly in cases of
LAW and ION. Some negative correlations can
even be observed in those category groups, which
are caused by REUSE* and BLEU as shown in
Figure 7. By contrast, the other 13 categories,
comprising 6 MWEs* and 7 NEs above the inter-
secting point lead to higher correlations, especially
PRODUCT, PERCENT, LANGUAGE, and QUAN-
TITY. Moreover, deep into Figure 7, we can ob-
serve that the 4 outliers in ORDINAL and LAN-
GUAGE are attributed to HWTSC-TLM*, REUSE*,
and f101spBLEU, f200spBLEU respectively.

QUANTITY T+
LANGUAGE T
PERCENT  Ea—— I S——
PRODUCT o i y
ORDINAL e+
CARDINAL 1T 1+
DI s NN I E—
VID b———C [+ 1T 1+—
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NID o I— O ———
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DATE Tt —
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PERSON {3
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LVC.cause B e E—— S - —]
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NORP S IS | S— ——
TIME e S — |
ORG I T —
ION b——f L ++—
LAW —_—

Figure 8: The boxplot of Kendall correlations be-
tween automatic and human evaluations at the cat-
egory level. The blue line and the red dot in the box
mark the median and the mean respectively.

Variable 1 Variable 2 T-statistic  P-value Variable 2 T-statistic ~ P-value

NID -1.68 1.03E-01 LoC 5.39 7.72E-06
ION 8.41 2.19E-09 PRODUCT -4.74 4.81E-05

IDI -3.12 3.97E-03 EVENT 6.50 3.49E-07
CON -1.73 9.34E-02 WORK_OF_ART 3.98 4.07E-04
VvID -3.53 1.37E-03 LAW 12.78 1.14E-13
VPC.semi -3.19 3.34E-03 LANGUAGE -8.36 2.51E-09
ALL LVC.full -0.40 6.93E-01 DATE 0.50 6.22E-01
LVC.cause 2.41 2.25E-02 TIME 15.20 1.23E-15
Mvc 0.51 6.13E-01 PERCENT -7.26 4.35E-08
PERSON 3.96 4.27E-04 MONEY -2.87 7.50E-03
NORP 4.23 2.01E-04 QUANTITY -12.94 8.26E-14
FAC 7.26 4.39E-08 ORDINAL -3.39 1.99E-03
ORG 14.95 1.91E-15 CARDINAL -6.52 3.26E-07
GPE 11.69 1.06E-12 TER 6.44 4.16E-07

Table 3: Results of the paired t-test at the category
level. Original data, i.e. Kendall correlations, meet
the requirement of normal distribution.

The correlation overview depicted in Figure 7 re-
veals a similar pattern to that in Figure 8. Besides,
it is apparent in Figure 7 that all automatic met-
rics exhibit opposite tendencies of correlations in
the categories of LVC.cause and NORP. This diver-
gence indicates the varying abilities of these met-
rics to detect errors in these 2 kinds of MWEs.
Furthermore, we can find that HWTSC-
TLM* performs the worst in VPC.semi, FAC,
WORK_OF_ART, TIME, PERCENT, MONEY,
ORDINAL, and TER, while REUSE* underper-
forms in the remaining categories. Conversely,
metricx_xI MQM_ 2020, metricx_xxI_ MQM_ 2020,
and COMET-22 consistently exhibit superior
performance across all types of MWEs* and
NEs. Generally, string-overlap-based metrics
have lower correlations (~0.1) compared to
neural-network-based metrics, whose correlations
tend to range from approximately 0.2 to 0.5.
The majorities of reference-dependent metrics
and reference-free metrics always show similar
correlations, ranging from 0.2 to 0.4.

4.2.3. Paired T-test

The results in Table 3 display significant differ-
ences (p<0.05) in correlations for 5 of the 9 MWE?*
categories. Sentences containing IDI (-3.12), VID
(-8.53), and VPC.semi (-3.19) lead to improved
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correlations of evaluations, suggesting that these
types of MWEs* can be more reliably evaluated
by automatic metrics. However, ION (8.41) and
LVC.cause (2.41) pose challenges for automatic
metrics to accurately rank translations. These find-
ings are consistent with those in Section 4.2.2.
Regarding NEs, 18 out of 19 types, excluding
DATE (p=6.22E-01), have diverse significant im-
pacts. Sentences containing PRODUCT (-4.74),
LANGUAGE (-8.36), PERCENT (-7.26), MONEY (-
2.87), QUANTITY (-12.94), ORDINAL (-3.39), and
CARDINAL (-6.52) have positive impacts on auto-
matic metrics, indicating that the metrics perform
well in identifying errors in the translations of these
types of NEs. However, sentences containing the
remaining 11 types of NEs, such as PERSON
(3.96) and NORP (4.23), worsen the performance
of automatic metrics.

These fine-grained results provide a clearer pic-
ture of the mixed effects from different MWEs* and
NEs at the category level. It becomes evident that
the findings at the property level are a combina-
tion of these effects, which often counteract each
other. Therefore, understanding the impact of spe-
cific types of MWEs* and NEs is crucial for more
accurate MTE.

5. Discussion

The results above provide important insights into
the performance of different MTE metrics on eval-
uation tasks with a variety of Chinese MWEs.

In terms of normalized average scores at both
property and category levels, the results show
that: 1) MT systems still struggle with most types
of MWEs* and NEs, and 2) MTE metrics tend
to neglect translation errors in sentences contain-
ing MWEs# and NEs, leading to an overestima-
tion of MT performance. The number of dis-
crepancies (represented by dark-colored squares
in Figure 3 and Figure 6) reveals the inferior
performance of string-overlap-based metrics com-
pared to neural-network-based ones. Meanwhile,
reference-dependent metrics exhibit slightly lower
performance than reference-free metrics when it
comes to Chinese MWEs, hinting at potential bias
in evaluations due to reliance on gold reference
translations since there can be alternative good
translations for the same sentence with different
styles, lexical items, and so on.

Analysis of Kendall rank correlation coefficients
reveals that the accuracy of current MTE met-
rics is far from perfect. In detail, string-overlap-
based metrics are worse than neural-network-
based ones, while reference-dependent metrics
demonstrate similar performance to reference-free
metrics. The conflict seems to arise when look-
ing at some specific categories that have posi-

tive impacts on correlations but are inclined to re-
ceive over-high average scores, like PERCENT
and DATE. However, this can be explained by the
fact that Kendall correlations are computed based
on rankings, where discrepancies in normalized
average scores may not affect the order of sen-
tence scores, resulting in higher correlations with
human-made rankings.

Paired t-tests further elucidate our findings on the
impacts of different Chinese MWEs on MTE met-
rics. It is important to note that the fine-grained
meta-evaluations are necessary because the im-
pacts of different MWEs* and NEs differ signifi-
cantly and can be easily overlooked when they
are mixed at the property level. Generally, most
NEs exert a greater influence on MTE metrics than
MWEs*. Interestingly, what is out of our intuitions
is that NIDs have minimal impacts on automatic
metrics in terms of both average scores and cor-
relations. This could be attributed to the high se-
mantic complexity of NIDs (Constant et al., 2017),
leading to lower translation quality. Consequently,
automatic metrics, which are more sensitive to se-
vere errors (Ma et al., 2019), may find it easier to
accurately capture errors in NID translations.

In summary, reference-dependent metrics based
on neural networks demonstrate the best perfor-
mance in the current task, tightly followed by
reference-free metrics. On the other hand, string-
overlap-based metrics consistently perform the
worst among nearly all metrics.

6. Conclusion

In this study, we conducted a comprehensive
meta-evaluation on the state-of-the-art MTE met-
rics in scoring English translations of Chinese sen-
tences, with a special concern on a variety of Chi-
nese MWEs. Our investigation probed into the po-
tential impacts of different types of Chinese MWEs
on MTE metrics across 2 levels of analysis. The
results reveal a general pattern of poor perfor-
mance of MT systems on most Chinese MWEs.
Similarly, MTE metrics show deficiencies in eval-
uating translations containing MWEs by consis-
tently overrating them. From another perspec-
tive, neural-network-based metrics always have
better performance than string-overlap-based met-
rics and reference-free metrics have comparable
effectiveness as reference-dependent metrics in
general.

While our study reached a conclusion consistent
with that of Freitag et al. (2022), we can offer more
detailed insights for the future improvement of MT
systems and MTE metrics, particularly regarding
different categories of MWEs. Additionally, we
extended the annotation of the WMT22 dataset
which is publicly available for future studies.

2211



7. Limitations

During the study, we recognized several avenues
for improvement in continuous studies. Firstly, the
size of basic data can be enlarged to cover more
domains, languages, and MWE categories. Sec-
ondly, we would like to move beyond the statistics
by delving into the specific MQM-based errors in
MWE translations. Moreover, the calculation can
be more convincing by balancing the proportions
of different MWE items.
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