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Abstract
Adversarial examples, capable of misleading machine learning models into making erroneous predictions, pose
significant risks in safety-critical domains such as crisis informatics, medicine, and autonomous driving. To counter this,
we introduce a novel textual adversarial example method that identifies falsely learned word indicators by leveraging
explainable Al methods as importance functions on incorrectly predicted instances, thus revealing and understanding
the weaknesses of a model. Coupled with adversarial training, this approach guides models to adopt complex
decision rules when necessary and simpler ones otherwise, enhancing their robustness. To evaluate the effectiveness
of our approach, we conduct a human and a transfer evaluation and propose a novel adversarial training evaluation
setting for better robustness assessment. While outperforming current adversarial example and training methods,
the results also show our method’s potential in facilitating the development of more resilient transformer models by
detecting and rectifying biases and patterns in training data, showing baseline improvements of up to 23 percent-
age points in accuracy on adversarial tasks. The code of our approach is freely available for further exploration and use.

Keywords: Explainability, Statistical and Machine Learning Methods, Evaluation Methodologies, Text Ana-

lytics, Validation of LRs, Other

1. Introduction

Adversarial examples are specially crafted inputs
to machine learning models that aim to trick them
into making incorrect predictions. These inputs can
be created by deliberately modifying existing exam-
ples to fool the algorithm (Goodfellow et al., 2015).
It is evident that such deceptions can have serious
consequences if they are framed as attacks. One
example is crisis informatics, where deep learning
models are used by response teams to gather and
analyse information about, e.g., a natural disaster
or terrorist attack. An attacker could construct ex-
amples that have nothing to do with the incident, but
are designed in such a way that the model recog-
nises them as relevant, leading to poorer insights
and lower confidence in the information gathered.

Beyond that, the exploration of adversarial ex-
amples is very important, as it can show where a
model has learned spurious correlations or short-
cuts. Many machine learning practices result in
the preference of shortcut solutions (Geirhos et al.,
2020). On the one hand, this can be desirable, as
the models may be less prone to overfitting and
generalize better (Rasmussen and Ghahramani,
2000). On the other hand, this can lead to solu-
tions that are too simple, which, for example, result
from patterns and biases in the training dataset
that correlate with classes in the data but are not
actually responsible for the class. The research
field of adversarial examples not only enables us to

recognise them, but also offers methods to correct
them. A commonly used strategy is adversarial
training, where the model is re-trained with adver-
sarial examples. However, current methods suffer
from small or very specific robustness gains, partly
due to their narrow design and partly due to inef-
fective evaluation methods.

Therefore, this paper considers an optimal adver-
sarial example as one that has a significant learning
factor. Instead of following current methods, we aim
to uncover the model’s incorrectly learned patterns
by analyzing its erroneous predictions. As second
novelty, we also propose to use feature/token at-
tribution explainable Al (XAl) methods (e.g. LIME
or SHAP) as importance functions to highlight the
model’s incorrectly learned indicators. Incorporat-
ing XAl into research on adversarial examples of-
fers the opportunity to make more sophisticated
importance calculations and to make them more
flexible by providing a framework that can easily re-
place them. Our method coupled with adversarial
training allows for a more robust model by high-
lighting and erasing patterns of the training data
identified by the model which are either not truly
indicative or not solely responsible for class deter-
mination. Hence, our approach promotes models
to favor decision boundaries that are intricate when
necessary, and straightforward when appropriate.

Unfortunately, there is currently no optimal eval-
uation method to ascertain a model’s true robust-
ness. The greatest challenge in adversarial train-
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ing evaluation is that biases in training data often
echo in the test data (Geirhos et al., 2020), leading
to poor results. Therefore, we propose an out-of-
distribution evaluation method that specifically ad-
dresses attack robustness, which, in combination
with human and transfer evaluations, shows the
performance of XAl-Attack with transformers.

Our work contributes the following aspects:

(C1) A novel method for creating adversarial ex-
amples based on identifying indicators for wrong
predictions.

(C2) Proposal to utilize XAl methods as impor-
tance functions for adversarial example creation.

(C3) A novel out-of-distribution evaluation set-
ting for adversarial training that enables a more
accurate assessment of robustness.

The code of this study is freely available’.

2. Related Work

There is no unique formal definition of adversarial
examples in the literature. In this work, we follow
the definition of Goodfellow et al. (2015), which
states that an adversarial example is an instance
that has been intentionally curated from existing
examples to fool the machine learning model. We
add for clarification that the new instance should
be semantically similar to its original instance. An
adversarial example is deemed semantically sim-
ilar to its original instance if, despite any textual
variations, the underlying meaning pertaining to its
label remains unchanged. Some works, such as
(Wang et al., 2022a), also imply that the adversar-
ial examples should only be modified by a small
change, ideally imperceptible to us humans, a pre-
requisite which we drop explicitly in our definition,
as, for example, Brown et al. (2017) or Ebrahimi
et al. (2018b). The adversarial examples can be
created in black-box and white-box form, focusing
on the model to be tricked, also known as the victim
model. A white-box attack is one in which the inter-
nals of the model are completely transparent to the
attacker (Biggio and Roli, 2018). In black-box at-
tacks, the attacker can only query the victim model
for an instance and get the prediction. Depending
on the victim model, it outputs the prediction as soft
labels, i.e. the softmax outputs, or as hard labels,
i.e. only the class labels.

2.1,

While adversarial examples are intensively studied
in computer vision (Kurakin et al., 2017; Szegedy
et al., 2014; Papernot et al., 2017), they are more
difficult to create for textual data due to the discrete
nature and semantic coherence of text (Garg and
Ramakrishnan, 2020; Jia and Liang, 2017). This
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is also the reason for adversarial example meth-
ods being divided into data and feature space. In
terms of feature space, they are often designed
to maximise loss by adding noise in a white-box
attack scenario. To solve the search for the right
perturbation, several different maximisation meth-
ods and variants have been proposed in research
(Bayer et al., 2023): PGD (Combettes and Pes-
quet, 2011; Goldstein et al., 2014), FreeAT (Shafahi
et al., 2019), YOPO (Zhang et al., 2019), FreeLB
(Zhu et al., 2020), VAT (Miyato et al., 2016, 2017),
SMART (Jiang et al., 2020), ALUM (Liu et al., 2020),
and more. These feature space methods are often
integrated directly into the training process, with
SMART achieving the highest adversarial training
scores in many tasks (Bayer et al., 2023).

2.2. Data Space

However, our method acts in the data space. This
includes, e.g., the work of Ebrahimi et al. (2018b), in
which the letters of the input texts are flipped in such
away that the loss increases. For this, the gradients
of the method and accordingly a white-box scenario
are needed. Jin et al. (2020) propose the black-
box method TextFooler, which works at the word
level and replaces important words with synonyms
that are chosen based on embedding similarity and
the highest change in prediction confidence. BERT-
Attack (Li et al., 2020) and BERT-based adversarial
examples (BAE) (Garg and Ramakrishnan, 2020)
can be seen as variants of this approach, where
BERT is used to create a list of substitution words.
BERT-Attack differs from BAE in that it differentiates
between words and subwords. BAE, conversely,
proposes a replace and insert operation and ad-
ditionally uses a Universal Sentence Encoder to
filter the generated tokens to ensure high seman-
tic similarity to the original text. The textbugger
method of Ye et al. (2022) also finds the important
words and then creates either word-level changes
with GLoVe embeddings or character-level changes
based on rules. The authors propose a black-box
and white-box variant. There are also methods
for sentence-level adversarial examples, e.g. lyyer
et al. (2018), which paraphrase a sentence with cer-
tain syntactic structures, the Entailment Preserving
Transformations method of Thorne and Vlachos
(2019), which transforms the sentences based on
templates, or the SSAE network by Li et al. (2023),
which consists of two auto-encoders to preserve
syntax as well as semantics and to insert pertuba-
tions into the latent space. The research field also
includes specialised methods such as the work of
Qaraei and Babbar (2022) for extreme multilabel
text classification scenarios, Song et al. (2022) for
text retrieval or Wan et al. (2022) and Ebrahimi et al.
(2018a) for neural machine translation.
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2.3. Robustness Evaluation

Research indicates that numerous methods exist
for enhancing the robustness against adversarial
examples, such as employing adversarial example
generation alongside adversarial training, or detect-
ing and filtering malicious inputs (Goyal et al., 2023;
Wang et al., 2022b). Assessing adversarial robust-
ness is crucial for determining the effectiveness of
a defense method and, ultimately, the true robust-
ness of amodel. The efficacy of adversarial training
is often gauged by evaluating the resulting model
on the test or validation set of a task (Ebrahimi et al.,
2018a; Jiang et al., 2020; Li et al., 2020). However,
evaluating the adversarial robustness of a machine
learning model solely on those sets may not always
be sensible as they often share the same biases
as the training data (Geirhos et al., 2020). There
are some frameworks, such as CleverHans (Paper-
not et al., 2018) and FoolBox (Rauber et al., 2018),
that provide benchmarks for robustness. These
frameworks offer different adversarial attack meth-
ods that can be used to evaluate the robustness of
a model with a given dataset. While this approach
mitigates the issue of evaluating robustness using
only test or validation data, it introduces another
potential challenge: the adversarial attack methods
implemented by the framework may not generate
high-quality adversarial examples, potentially skew-
ing the robustness assessment.

2.4. Research Gap

XAl-Attack can be classified in the group of word-
level data space perturbation methods. Unlike
other adversarial example methods, it addresses
the weaknesses of the models by extracting indica-
tors from wrong predictions. Thus, it does not re-
quire access to the internals and, when combined
with adversarial training, can greatly improve ro-
bustness. It creates the attacks in a black-box form
and only needs the hard labels, i.e. the labels pre-
dicted by the model, but not the softmax outputs.
As discussed before, we abstract from any spe-
cific importance functions by proposing to use XAl
methods that are not only easily replaceable in our
framework but also tend to be much more sophis-
ticated. This way, we combine the process of cre-
ating adversarial examples with any feature/token
attribution XAl method to find the most important
words. Importance/influence functions in current
research, e.g. (Li et al., 2020; Garg and Ramakr-
ishnan, 2020; Jin et al., 2020), simply omit words
and calculate how much this changes the predic-
tion score. The XAl method LIME (Ribeiro et al.,
2016), e.g., also omits words but calculates addi-
tional weights for the perturbed instances based
on similarity to the original instance and then trains
a locally interpretable model from which the impor-

tance scores are derived. Moreover, LIME does
not require prediction results like the others, which
makes our method suitable for a hard label envi-
ronment. In our experiments we show the usage
of LIME and SHAP (Lundberg and Lee, 2017).
Furthermore, our method is designed with the ob-
jective in mind of making models more adversarially
robust so that they are less vulnerable to attacks
while maintaining a high performance. Evaluating
a model on the test set of the same task on which it
was adversarially trained can be problematic due to
the presence of biases in all task sets. Frameworks
attempting to estimate adversarial robustness by
using other adversarial example generators on a
given set face the issue that these examples may
be of low quality and invalid. To address this, we
propose a novel evaluation setting by evaluating ad-
versarial training on the Adversarial GLUE (Wang
et al., 2022) dataset, which contains high quality
and valid adversarial examples for GLUE tasks.

3. Attack Design

3.1. Problem Formulation and
Requirements

In formulating the problem, we follow the example
of Ye et al. (2022). Suppose we have a victim model
f and a text instance x consisting of n words that
has the label y and is correctly predicted by f. 2’
is an adversarial example of z, iff it is semantically
similar to = and changes the prediction of the victim
model f, i.e., f(z') # f(z). It is constructed by
inserting adversarial words into the instance z.

While our method for generating adversarial ex-
amples aims to train a robust deep learning model,
it requires only rudimentary access to the model,
making it potentially useful for constructing attacks
as well. As previously described, the internals of the
model cannot be viewed and the user receives no
indication of the confidence in the prediction other
than the hard label. In terms of the XAl method,
we focus on LIME (Ribeiro et al., 2016) and SHAP
(Lundberg and Lee, 2017), which can explain a
model prediction using only the hard labels and
have proven to be advantageous in XAl research.
It is also possible to use different variants that may
require more access to the model. XAl-Attack only
requires an feature/token attribution XAl method,
i.e. one that provides a distribution over tokens
indicating the correlation strength between input
tokens and output.

In addition, the adversary needs a hold-out set.
Ideally, this data does not come from the data the
model was trained on, but from new annotated ex-
amples or a development set. However, it is also
possible to separate a part of the training data for
the generation of adversarial examples. Due to
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the design of our method, the model is afterwards
trained with the data kept out anyway.

3.2. XAl-Attack

XAl-Attack uses an XAl method to highlight words
which indicate the wrong class. In the following,
these words are called adversarial words because
they are used to create adversarial examples. How-
ever, potential and real adversarial words must be
distinguished according to our definition of adver-
sarial examples. The words returned by the XAl
method are potential adversarial words because
their insertion can change the semantics, whereas
real adversarial words do not. Therefore, these po-
tential adversarial words are subsequently cleaned
by a targeted filtering method. The resulting ad-
versarial words are then used to create adversarial
examples. The procedure is demonstrated in Fig-
ure 1 and described in detail below.

Step 1: Finding potential adversarial words

The first step of our method is to use a XAl
method to find words that are responsible for false
predictions. This is achieved by letting the victim
model make predictions on the hold-out data. For
each instance in this set that was incorrectly pre-
dicted, we apply a XAl method, which is able to
highlight words responsible for the incorrect pre-
diction. The word highlighted as most indicative of
the wrong class is then considered as a potential
adversarial word, i.e. a word that can potentially
change the label without changing semantics.

This step takes advantage of a common problem
with training deep learning models, as they tend
to overfit quickly and find spurious correlations in
the training data due to sampling and other biases.
To illustrate, we anticipate a small example from
a sentiment task. Using the XAl method, we can
see that an example word responsible for changing
the negative sentiment into a positive one is like.
It stands to reason that the word like, in its verb
meaning to find someone or something pleasant or
satisfying, is an indicator of a positive mood. Nev-
ertheless, the word like, in its meaning of e.g. the
preposition as similar to, is not an indicator of posi-
tive sentiment. There are many words that are not
edge cases like this one, but used as indicators of a
class, since they occur frequently in the respective
class, while not having semantic significance for
the classification (see Section 4.5). From this view-
point, it is apparent that our approach leans towards
regularisers and eradicating inaccurate bias.

Step 2: Filter for label invariant adversarial
words. [Optional]

There are words which in most cases truly de-
note one class, but can have a different meaning in
very specific contexts, and which are also identified
as potential adversarial words in step 1. The word

enjoy in the sentiment task can serve as an illus-
trative example. While in most cases it is a word
used in positive contexts, it can also be used in
negative ones: "Hard to say who might enjoy this"
(from SST2). If we now see enjoy as a real adver-
sarial word, in adversarial training the model would
be forced to reject it as an indicator of the positive
class. In the best case, the model learns a more
robust indicator, e.g., by distributing the weight of
the decision of enjoy onto the context. In the worst
case, however, it would discard a very valuable in-
dicator and even learn further biases, resulting in
poorer performance and less robustness.

Therefore, we try to filter out the words that could
change the semantics in relation to the label. Be-
sides no filtering of words, we propose two meth-
ods, one based on count of label changes and one
based on indicator words for the correct class.

Count of label changes. In the count-based
method, we analyze how many adversarial exam-
ples can be generated with a potential adversarial
word. If the count exceeds a certain threshold rela-
tive to the class size, we assume that the semantics
change in relation to the label and exclude all of
those generated adversarial examples.

Indicator words for the correct class. The other
method utilizes the additional data that was cor-
rectly predicted by the model. This data is ex-
plained using the XAl method and the resulting
words are matched with the potential adversarial
words. Potential adversarial words, which are an
indicator of correct prediction, are excluded from
further processing as they could semantically alter
the instance in terms of the label.

Step 3: Creating adversarial examples

The adversarial words may change the label only
for certain instances based on the position or con-
text in the text. Therefore, we now check whether
these words also change the labels of instances
that were originally predicted correctly. That is, we
insert the adversarial words into the correctly pre-
dicted instances of the additional data. There are
many possibilities for where a word can be inserted,
and although we also test random insertion, our
main experiments are based on just prefixing them
(recall that imperceptibility is not a criterion in this
work). For more ideas on inserting an adversarial
word into an instance, see Section Limitations. The
instances whose labels have been changed by the
insertion of adversarial words are then the resulting
adversarial examples.

4. Experiments

4.1. Experiment Types

Our experimentation perspective lies in the ques-
tions (1) how often the method actually generates
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Hold-out Data

Potential
Adversarial Words

really —>
talent >
grief —»

hate —»

1. Identify Adversarial
Words: Utilizing XAl (LIME or
SHAP) to identify words
responsible for wrong

classifications. Real
Adversarial Words

really >
talent >
grief —> 0

hate——0

2. Optional Filtering: Excluding
words that are, e.g., good
indicators for a class.

Hold-out Data

Adversarial Examples

Really It
4 was not

nice

3. Inserting Adversarial
Words: Inserting the
adversarial words into the
initially correctly classified
instances.

4. Selecting Adversarial
Examples: Selecting those
instances that have their
classification changed:
Adversarial Examples.

Figure 1: lllustration of XAl-Attack.

examples that do not change the label but the pre-
diction, (2) whether a model trained with the exam-
ples becomes more robust, and (3) whether the
adversarial examples can be transferred to other
models.

Human Evaluation: To measure how often the
method generates true adversarial examples, we
perform a human evaluation in which the generated
instances of each dataset are labelled.

Adversarial Testing and Training: The mea-
surement of robustness is based on the benchmark
of Wang et al. (2022). The benchmark consists of
created and human-rated adversarial examples for
various GLUE tasks. For each task, we test whether
models trained with XAl-Attack adversarial exam-
ples from the normal GLUE tasks are more robust
than those trained without or with adversarial ex-
amples from other methods. For completeness, we
also include adversarial training experiments on
standard GLUE tasks.

Adversarial Transfer: In the final setting of our
experiments, we predict whether the adversarial
examples are transferable to another model. To
do this, we create the adversarial examples with
distiiBERT and then measure the impact on another
distiiBERT, a BERT and a RoBERTa model.

Unlike some previous work in the field of adver-
sarial examples, we are not investigating the suc-
cess rate as we believe that the success rate alone
is no indication of the quality of the method.

4.2. Datasets & Model Settings

The tasks we focus on are the same as in (Wang
et al., 2022) due to the adversarial testing experi-
ment. That is, the experiments are conducted with
the datasets SST-2, RTE, QNLI, MNLI and QQP
from the GLUE benchmark (Wang et al., 2018). For
the experiments we use distiBERT (Sanh et al.,
2019) as the main model®. In terms of robustness
measures, we employed only standard methods
like weight decay and dropout, without incorporat-
ing any additional techniques.

4.3. Human Evaluation

For this section, first we go into the details of the
quantitative experiment, then some adversarial ex-
amples are examined. The adversarial examples
used in this section are generated with LIME and
the optional filtering step based on the indicator
words for the correct class (see Section 3.2).

For each task, we randomly selected 100 in-
stances of the original dataset and 100 instances of
the adversarial dataset with uniform class distribu-
tion. The resulting 200 instances for each task were
randomly labelled by two independent annotators.
A comparison of human performance can show us

2Main experiments: distiBERT-base-uncased | Trans-
fer models: BERT-base and RoBERTa-base | Parame-
ter: Standard Huggingface with 3 epochs, 500 warmup
steps, learning rate of 1e-3, and weight decay of 0.01 |
Implementations: BAE and BERT-Attack (k = 7) from
TextAttack (Morris et al., 2020), SMART from the original
implementation (Jiang et al., 2020)
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Dataset Original Data Adversarial Data

SST2 0.8787 0.7534
RTE 0.9150 0.9600
QQP 0.8550 0.7338
QNLI 0.8994 0.7836
MNLI-mm  0.7626 0.8333
MNLI-m 0.7980 0.7828

Table 1: Human evaluation: Two annotators as-
sessing 100 original instances and 100 adversarial
instances (generated using LIME and indicator fil-
tering) of each task, with the averaged accuracy.

whether the adversarial examples are mostly valid if
the two metrics for the original and adversarial data
of each task are similar (note that we do not test
imperceptibility, but only whether an adversarial ex-
ample changes the gold label). For the rationale
and sizes in this experiment, we followed standard
practice in the field (see (Li et al., 2020; Garg and
Ramakrishnan, 2020; Jin et al., 2020)).

Table 1 shows the results of the human experi-
ment, measured by the mean accuracy of the two
annotators. The results of the original and the ad-
versarial examples are very similar, bearing in mind
that the classifier is wrong 100% of the time on
the adversarial data. There are even tasks where
the adversarial examples match the given labels
more than the original data. This is of course
due to variance in the selected sample, which was
to be expected since not the entire dataset is la-
belled. Moreover, the agreement between the an-
notators (Cohen’s kappa) is substantial for the non-
adversarial data at 0.6681 and for the adversarial
data at 0.6465 according to Landis and Koch (1977).
Looking at the results as a whole, it is clear that
the adversarial examples are of very high quality
and only change the semantics in a few cases, but
deceive the trained classifier in 100% of the cases.

This can be further illustrated by looking in de-
tail at some adversarial examples. The adversarial
examples listed in Table 2 were chosen because
of the different insights that can be gained from
them. The first instance shows a very subtle ad-
versarial example, with only the letter "q" added to
the instance. This already makes the classifier pre-
dict that the second sentence is a valid answer to
the question of the first sentence. The second ex-
ample also shows that such trained classifiers are
very likely to memorise words and phrases from the
training data. The word "enjoy" occurs 512 times
in the positive training data and only 98 times in
the negative training data of the sentiment task. It
stands to reason that the model simply predicts
almost every instance in which the word "enjoy"
occurs as positive. While this is mostly true, there
are some exceptions, such as this second exam-
ple. Likewise, it is very probable that such a word

changes the semantics of the instance when it is
inserted, as we can see in the next example in the
table. In such a case, the count-based filtering
method might have excluded the word "enjoy". In
sentiment prediction, it is also very odd to see that
the word "better" is an adversarial word in the fourth
example, turning a positive instance into a negative
one, predicted by the classifier. The fifth example
is a very interesting case of a wrong adversarial
example. Here, the word "Java" is inserted into
the first question, causing a semantic shift where
the resulting question is a duplicate of the second
question. While one might think that "Java" is not a
good adversarial word, it is even more interesting
to see that the insertion of "Java" in the second
question also leads to a change in the prediction,
while the semantics are not changed this time.

4.4. Adversarial Testing

The rationale behind the adversarial testing experi-
ment is to test if models trained with adversarial ex-
amples from XAl-Attack are more robust than those
trained with no or other adversarial examples. For
this, we first generate adversarial examples for a
standard GLUE task. Then, we test a model trained
together with the task data and these adversarial
examples on a separate dataset, that was deliber-
ately created to measure robustness on the same
task. The process is visualized in Figure 2.

A. Creating Adversarial Examples: Adversarial Example

Generation

GLUE
Development
Data

GLUE Training Model 1: Normal Adversarial

Examples

%

Data Training

B. Evaluating
Adversarial Training
on AdvGLUE:

GLUE
Development
Data

Model 3:
Adversarial

GLUE Training
Data

Adversarial
Examples

- Vs,
Baseline
Training

AdvGLUE
Benchmark

Figure 2: Adversarial testing illustration

Model 2:

In detail, we first train models based on the train-
ing data from the original GLUE datasets (non-
adversarial). For these models, we then create
adversarial examples for the development set of the
same GLUE task (non-adversarial). Subsequently,
a model based on the training set, the development
set and additionally with the adversarial examples
is tested on the benchmark development sets of the
Adversarial GLUE benchmark (Wang et al., 2022).
For the baseline, we omit the adversarial examples
and train only on the GLUE training and develop-
ment data.
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Task Instance Label Prediction Valid
Question: What issue has been plaguing the civil
disobedience movement. Not
QNLI  Sentence: q It has been argued that the term "civil Entai Entailment v
. . " . ntailment
disobedience" has always suffered from ambiguity
and in modern times, become utterly debased.
SST2 enjoy not only unfunny , but downright repellent . Negative Positive v
SST2 enjoy but it could have been worse . Negative Positive X
SST2 better good old-fashioned slash-and-hack is back ! Positive Negative v
QQP Question1: Java What is abstract class and methods? Not Duplicate X
Question2: What is abstract class and methods in java? Duplicate
Question1: What is abstract class and methods? Not
QQP  Question2: Java What is abstract class and methods in Duplicate Duplicate v

java?

Table 2: Examples of adversarial instances from different datasets (inserted adversarial words shown in
blue). Valid adversarial examples are those that do not change the semantics in relation to the label.

As part of this experiment, we also compare our
method with the state-of-the-art word-level adver-
sarial example methods, BAE (Garg and Ramakr-
ishnan, 2020) and BERT-Attack (Li et al., 2020), as
well as with the adversarial training method SMART
(Jiang et al., 2020). Regarding the ablations, we
test five different settings of XAl-Attack. For three
of them, the filtering techniques mentioned in Sec-
tion 3.2 are used. Based on pre-evaluation experi-
ments, we set the parameters for count-based filter-
ing so that a word is discarded if it changes more
than 30% of the class data, and for indicator-based
filtering so that a word is an indicator of the correct
class if it explains more than 1% of this class. In
the fourth ablation scenario, adversarial words are
randomly inserted into the instances. Finally, in the
fifth scenario, we utilize the SHAP XAl method to
identify adversarial words. No filtering is applied in
either of the two scenarios.

The accuracy results of the baseline, XAl-Attack
with the five different settings, BERT-Attack, BAE,
and SMART are shown in Table 3. When analysing
the results, it is important to bear in mind that
the benchmark itself is adversarial, i.e. a trained
model gets most examples wrong. The adversarial
training method with our XAl-Attack shows signifi-
cant improvements over the baseline, BAE, BERT-
Attack, and SMART. XAl-Attack with indicator and
without filtering is able to increase performance on
all datasets compared to the baseline. In the case
of the QPP dataset, XAl-Attack with no filtering
even achieves an improvement of 23.08 accuracy
points. This method also produces the highest re-
sults overall. While the adversarial example method
based on count filtering seems to be the worst fil-
tering type of XAl-Attack, sometimes degrading the
results and showing weaker improvements, the in-
dicator filtering method shows the most consistent
improvements. The difference between the method
without filtering (highest improvements, but some-

what inconsistent) and the method with indicator
filtering (more consistent, but not highest improve-
ments) can also be explained intuitively. Filtering
excludes words from the list of potential adversar-
ial words that may be important for predicting the
correct class and in fact would change instances se-
mantically, which is why the results consistently im-
prove and the method without filtering may worsen
the prediction quality in some cases. On the other
hand, words that do not change instances seman-
tically and would have had a high learning effect
if they had been included in the adversarial train-
ing may also be excluded in this way, resulting in
lower improvements than the more open method.
In general, if the respective use case does not allow
much tuning and validation (or its use in a general
framework), we would recommend using the indi-
cator filtering method, as we have noticed the most
consistent improvements. However, if the use case
allows for tuning and validation, we would also rec-
ommend trying to use XAl-Attack without filtering,
as it might produce even better results. Besides,
the results show that XAl-Attack has only mixed
performance with SHAP (Lundberg and Lee, 2017),
which is also evident in the adversarial words ex-
tracted with the method. We found that these have
only little semantics with respect to the label. Fi-
nally, the results also highlight that random insertion
can further improve already good results, as in the
case of SST2, giving rise to further research into
more sophisticated insertion methods.

4.5. Adversarial Training on Standard
GLUE

While we demonstrated that XAl-Attack significantly
enhances the resilience of transformers on the Ad-
versarial GLUE benchmark, this subsequent exper-
iment focuses on evaluating the effectiveness of
adversarial training on the standard GLUE tasks.
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Method SST2 RTE QQP QNLI MNLI-mm  MNLI-m
Baseline 0.3243 0.5802 0.5513 0.5945 0.2901 0.3636
XAl-Attack

L No Filt. 0.4595 (1) 0.8025 (1) 0.7821 (1) 0.6554 (1) 0.3827 (1) 0.5785 (1)
L Count Filt. 0.3851 (1) 0.5161 (]) 0.6795(1) 0.6351 (1) 0.3642 (1) 0.4545 (1)
L Indicator Filt. 0.4527 (1) 0.6420 (1) 0.7307 (1) 0.6283 (1) 0.4383 (1) 0.5868 (1)
L Rand. Ins. 0.5067 (1) 0.6914 (1) 0.7179(1) 0.5608 (]) 0.3641 (1) 0.4876 (1)
L SHAP 0.3919 (1) 0.4691 (]) 0.5641 (1) 0.5068 (/) 0.3086 (1) 0.3719 (1)
BAE 0.4459 (1) 0.5432(]) 0.7436 (1) 0.5676(]) 0.3827 (1) 0.4876 (1)
BERT-Attack 0.4256 (1) 0.5556 (]) 0.6154 (1) 0.6351 (1) 0.4136 (1) 0.4959 (1)
SMART 0.5000 (1) 0.5679 (/) 0.5384 (/) 0.4527 (/) 0.3765 (1) 0.3636 (-)

Table 3: Adversarial testing results on the adversarial GLUE tasks (accuracy). Best values are highlighted
and arrows represent an increase or a decrease compared to the baseline, respectively.

Method SST2 RTE QQP QNLI Label  #Adv Train Val.
Baseline 0.9037 0.5884 0.9027 0.8814 Word Transf. Ex " Repr. Repr.
XAI-A. 0.9025 0.5704 0.8917 0.8706 ' ' 0-1 0-1
strain 1=0 1511 70-36 3-0

Table 4: Adversarial training of XAl-Attack (LIME pedestrian 1=0 778 13-3 1-0
and indicator filtering) on standard GLUE tasks (ac- slaps 1=0 849 52-23 2-0
curacy). earnest 0=1 397 42-96 0-3
innocence 0=1 346 17-28 0-1

provides 0=1 260 3-63 0-3

In contrast to the adversarial testing experiment,
we split the training data for each task to obtain a
hold-out set of 10%. XAl-Attack then creates adver-
sarial examples using LIME and indicator filtering.
DistiiBERT-base is subsequently trained using both
the full training data and additional adversarial ex-
amples, and then compared to a model trained only
with the full training data.

Table 4 displays the results for the validation sets
of the tasks. It can be observed that both are quite
similar, with an expected smaller decrease as XAl-
Attack identifies biases in the models. These bi-
ases may originate from the training data and could
also be present in the validation data. To further in-
vestigate the cause of the decrease in performance,
we conduct a qualitative analysis of the adversarial
examples in the SST2 sentiment task. Our pri-
mary focus is on identifying adversarial words that
alter the prediction of most correctly classified in-
stances. These words serve as a clear indicator of
a particular class. Words such as "bored," "silly,"
"charmless," "insightful,” and "terrific" are then dis-
regarded due to their clear semantic relevance to
sentiment classification. Our investigation high-
lights words that are overrepresented in both the
training and validation datasets, despite their se-
mantic neutrality. For instance, the word "strain"
was found to shift 1511 positive instances to neg-
ative. This shift occurs because the classifier had
erroneously learned to associate "strain”" with the
negative class, evidenced by its presence in 70
negative class instances compared to just 36 in the
positive class within the training data. The bench-
mark problem then arises because the validation

Table 5: Adversarial words (LIME) from the SST2
dataset that are overrepresented in the train and
validation set. Train and validation representations
are of the form negative (0) - positive (1).

set includes three examples of the negative class
and no examples of the positive class. A classifier
trained using examples from XAl-Attack or other
adversarial methods may, at best, perform equally
well in this regard, even if it has overcome bias and
learned more complex rules. Additional examples
of this phenomenon are detailed in Table 5.

4.6. Adversarial Transfer

In this section we want to test whether the adver-
sarial examples of one model are transferable to
other models, i.e. also valid adversarial examples
for other models. To do this, on the original GLUE
benchmark, we take the adversarial examples gen-
erated by XAl-Attack with LIME and indicator filter-
ing on the distiiBERT-base model and test whether
they can also fool another distiiBERT-base model,
a BERT-base model and a RoBERTa-base model
trained with the same data.

The results of this experiment are shown in Ta-
ble 6. It is clear that all of the models can be de-
ceived to a large extent and that the adversarial
examples are not only valid for a specifically trained
model. The distiIBERT model remains the one with
the lowest results, which was to be expected as it
is the same model type. The much more compre-
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Dataset distiBERT BERT RoBERTa
SST2 0.1940 0.3421 0.6178
RTE 0.6136 0.6877 0.4293
QQP 0.3299 0.4768 0.7653
QNLI 0.3864 0.6090 0.6962
MNLI-mm 0.2709 0.3670 0.6061
MNLI-m 0.2672 0.3797 0.3797

Table 6: Accuracy results of the adversarial transfer
experiment. Adversarial examples (XAl-Attack with
LIME and indicator filtering) of a distiiBERT model
are tested with another distiiBERT, a BERT and a
RoBERTa model.

hensive BERT model is still very susceptible to the
adversarial examples, which is reflected in the low
accuracy results. The RoBERTa model, which has
been trained for much longer and with much more
data, performs slightly better. In the QQP task, it
even achieves an acceptable result of 0.7653. In
the other tasks, it is still well below the results of the
human evaluation. This indicates that XAl-Attack
is able to find biases in datasets that are adopted
by all transformer models.

4.7. Summary of the Results

In the human evaluation, the instances of the origi-
nal datasets and the adversarial examples are la-
belled and some cases are analyzed in more detail.
It shows that the generated adversarial examples
are mostly not semantics-changing with regard to
the label, i.e. valid adversarial examples. From this,
it can also be inferred that the adversarial examples
are of high value for adversarial training. To under-
pin this, we propose an experiment in which we uti-
lize the Adversarial GLUE benchmark (Wang et al.,
2022) to test whether models trained with different
adversarial examples are more robust against other
adversarial attacks. The results show that adver-
sarial training with XAl-Attack improves the robust-
ness considerably even compared to state-of-the-
art word-level adversarial attacks and training meth-
ods, such as BERT-Attack, BAE, and SMART. We
also test different filtering strategies, of which the
absence of filtering achieves the highest improve-
ments and the indicator filtering achieves consistent
improvements. Furthermore, the evaluation results
of random insertion show that XAl-Attack’s stan-
dard method of appending the adversarial words at
the beginning can be improved (more on this in the
Limitations). The adversarial training experiments
verify that common benchmarks have biases that
are present in all task sets and exemplify the need
for more out-of-distribution evaluations. In the last
experiment we demonstrate that adversarial exam-
ples created for one model are transferable to other
models, showing that transformer-based models

are generally susceptible to XAl-Attack examples.

5. Conclusion

Adversarial examples are of great importance in
all fields, as they show the flaws of a model and
can even be used to attack a system. In this study,
a new adversarial example method using XAl is
proposed. The method was evaluated in several
experiments consisting of a human evaluation, a
novel method to assess robustness and a transfer-
ability evaluation. These experiments show high
quality adversarial examples, significant improve-
ments in the robustness of the models and strong
transferability to larger models.

5.1.

Besides the apparent contributions of an adversar-
ial example creation/training method based on XAl
and a novel way of assessing robustness of adver-
sarial training, by using a specialized adversarial
example benchmark, this study also revealed more
obscure findings.

Combining XAl and adversarial example re-
search results in two innovations: On the one hand,
the use of XAl methods allows for more sophisti-
cated importance scores, a wider function space
and fewer constraints on the model (no soft labels
required) than the importance functions currently
used. On the other hand, focusing on mislearned
textual cues by explaining incorrectly predicted in-
stances has a much higher success rate and ulti-
mately the greatest learning effect when combined
with adversarial training.

Additionally, this revealed novel insights of
learned biases of transformer models. One
might tend to overestimate the performance of
these pre-trained models, as they score very high
on common NLP benchmarks. However, inspec-
tion of the adversarial examples produced by our
method shows that the trained models often make
their predictions based on one word only, and do not
produce more complex rules, also known as short-
cut learning (Geirhos et al., 2020). While showing
how fragile a trained model can be, this also shifts
the light towards the benchmarks. Due to the high
performance of the models on the test data, but
the heavy reliance on individual words without se-
mantics in relation to the label, it is evident that the
common test datasets have biases which are
also visible in the training and development data.
While Section 4.5 provides even more evidence
for this, we expect further research on this topic.
An important implication for practical systems is,
that one should always ensure that the validation
and test sets should strictly represent the real data
(involving constant re-evaluations).

Findings
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Limitations

Our study encountered several limitations, in light of
which we identify avenues for future research that
extend and deepen the understanding of our results.
For example, we have not tried XAl-Attack on larger
transformer models such as GPT-3 (Brown et al.,
2020). These models are expected to be much
more robust against attacks, but since they can also
be brittle in terms of the right prompting, we could
imagine XAl-Attack finding adversarial examples
for them as well. However, research into smaller
language models remains important because, for
example, they can be used on one’s own hardware,
are easier to interpret, can be easily fine-tuned, do
not hallucinate and could be just as good or better
in certain areas.

With regard to XAl-Attack itself, we would like
to emphasise that it requires a hold-out set, which
can be the development set or part of the training
set. Further research could address the question of
how much data is needed for the hold-out set and
how the size affects adversarial training and ulti-
mately the robustness of models. This can also be
important for the question of how well XAl-Attack
generalizes. The adversarial examples in the Ad-
versarial GLUE benchmark are crafted using very
diverse methods, resulting in all kinds of adversar-
ial examples. The significant performance increase
from adversarial training on these examples is a first
indication that the model has indeed become more
generally robust. However, we believe that this
generalisability depends on how many adversarial
examples are found and used for training. With
very few adversarial examples, the model might
only unlearn the biases for the specific adversarial
words used in training. With enough adversarial
examples (like in the experiments in the paper), on
the other hand, the model tends to become more
robust in general.

In its standard implementation, XAl-Attack in-
serts the adversarial words only at the beginning
of the instances, which has already led to good re-
sults. However, in our experiments we also looked
at inserting the words at a random position, which
actually improved the results in one task signifi-
cantly (see Section 4.4). Hence, it could be very
interesting for further studies to investigate how the
words could be inserted in a more informed way
(e.g. by using language models to predict the most
appropriate and coherent insertion). With this, the
instances generated could also be more impercep-
tible as adversarial examples, which some works,
such as Wang et al. (2022a), consider part of the
definition of an adversarial example. Regarding the
adversarial training, another direction would be to
remove the identified adversarial words of some
of the training instances, which could lead to more

complex decision rules of the model as long as it
is ensured that the label does not change. Taking
this this idea even further, it might be interesting to
let generative models create instances based on
the adversarial words.

In our human evaluation experiments, the anno-
tators’ labelling performance on the normal dataset
was not perfect. This may be partly due to the
fact that our annotators are fluent in English but
not native speakers. Furthermore, the results are
comparable to the study by Nangia and Bowman
(2019), who also performed human evaluations on
the GLUE benchmark, showing that the tasks are
not as easy as they might seem at first glance.

Finally, while we are confident that XAl-Attack
will work well with other languages, we have only
experimented with English examples. We look for-
ward to adversarial research with other languages.

Ethics Statement

In our work, we have consistently prioritized ethics,
continuously reassessing our approach to ensure
responsible conduct. Research in the field of adver-
sarial example generation inherently poses risks of
misuse, notably in the form of attacks on machine
learning models. This risk is especially pronounced
in safety-critical domains, as we have outlined in
the beginning. While our method could be repur-
posed for malicious use, we want to emphasize that
the primary goal of this work is to generate adver-
sarial examples that can be used to fortify machine
learning models against such and other attacks, as
we have demonstrated with the adversarial testing
experiment in Section 4.4.

In addition, we advise reviewing the adversarial
examples generated by XAl-Attack. This applies to
any adversarial example method, as the examples
may introduce new unwanted biases.
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