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Abstract

Sarcasm recognition is challenging because it needs an understanding of the true intention, which is opposite to or
different from the literal meaning of the words. Prior work has addressed this challenge by developing a series of
methods that provide richer contexts, e.g., sentiment or cultural nuances, to models. While shown to be effective
individually, no study has systematically evaluated their collective effectiveness. As a result, it remains unclear to
what extent additional contexts can improve sarcasm recognition. In this work, we explore the improvements that
existing methods bring by incorporating more contexts into a model. To this end, we develop a framework where
we can integrate multiple contextual cues and test different approaches. In evaluation with four approaches on
three sarcasm recognition benchmarks, we achieve existing state-of-the-art performances and also demonstrate
the benefits of sequentially adding more contexts. We also identify inherent drawbacks of using more contexts,
highlighting that in the pursuit of even better results, the model may need to adopt societal biases.

1. Introduction

Sarcasm recognition carries importance in various
domains, ranging from social media analysis (Amir
etal., 2016) to product review classification (Parde
and Nielsen, 2018). Beyond its practical applica-
tions, it also offers valuable insights into human
behavior. For instance, Persicke et al. (2013) use
sarcasm recognition to investigate the behaviors
of individuals on the autism spectrum. But rec-
ognizing sarcasm is challenging because sarcas-
tic expressions involve irony, are heavily context-
dependent, and frequently depend on the tone of
speeches (Parde and Nielsen, 2018).

Prior work addresses this challenge by integrat-
ing more contexts, typically sourcing additional in-
formation not readily discernible from the training
corpus. Earlier work (Riloff et al., 2013) proposed
learning representations (hereafter, we refer to as
embeddings) that encode the positive or negative
meaning of the words and use them to identify con-
trasts in a text. Recent work (Hazarika et al., 2018)
focuses on encoding rich contextual information
into sentence-level embeddings, e.g., by combin-
ing affective features (Babanejad et al., 2020) or
by leveraging additional training corpus to have
the embeddings learn contexts implicitly (Ahuja
and Sharma, 2020; Liu et al., 2023a).

While these individual efforts have led to signifi-
cant improvements in sarcasm recognition, there
is a lack of a systematic study determining to what
extent each approach is more effective. It thus re-
mains unclear which methods one should prioritize
in using. It is also unknown what the possibilities
and impossibilities are: where the failures in sar-
casm recognition are attributed and if we can ad-
dress them by developing new methods.

Contributions. Our contributions are twofold:

First, we systematically analyze the effectiveness
of providing additional contexts on embeddings in
sarcasm recognition. To run this analysis, we de-
sign a framework to process additional contextual
information existing work leverages when classify-
ing sarcastic texts from non-sarcastic ones.

We apply four different approaches and evaluate
their performances on three sarcasm recognition
benchmarks: IAC-V1, IAC-V2, and Tweets (Oraby
et al., 2016; Van Hee et al., 2018a). Our findings
are: (1) by combining embeddings from the four
methods, we achieve the state-of-the-art perfor-
mance shown in the baselines. (2) sentence-level
embeddings are more effective than word-level
embeddings in sarcasm recognition. (3) when
the embeddings are learned from datasets, po-
tentially containing more sarcastic texts, they offer
more improvements in recognition. (4) a training
method, i.e., SimCLR (Chen et al., 2020), effective
in learning better embeddings in other domains,
offer negligible performance improvement.

Second, we conduct a manual analysis of the test-
set samples, correctly classified (or incorrectly la-
beled) by each approach, and discuss the possi-
bilities and impossibilities of sarcasm recognition.
We observe that the samples are incorrectly clas-
sified initially become correctly classified after we
provide more contexts. We also find the test-set
samples where we fail to label correctly, even with
all the embeddings combined. Surprisingly, from
our manual analysis, we show that a model needs
to learn societal biases to be correct in classifying
these samples. Our resultimplies that models may
need to learn undesirable biases or embeddings
may require to encode them to further improve a
model’s performance in sarcasm recognition.
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Input sentence: Crime has dropped significantly in New York
and Los Angelres in recent years.

A3: SimCLR
RoBERTa
(fine-tuned)

Al: Word-level A2: Sentence-level

Word2Vec RoBERTa

A3: Contrastive learning for improving
sentence-level embeddings

Example training input
Positive: The sky is blue

Negative: | had an amazing day

Anchor: | had a horrible day

v

A4: Combine a{ll embeddings

Feed-forward neural
network (2 layers)

Fine-tune RoBERTa with our contrastive loss

— RoBERTa (Pre-trained with BERTweet)

v

Improved embeddings

Figure 1: Our framework. We illustrate how the framework incorporates four different approaches and
how we re-train sentence embeddings by adapting a contrastive learning technique (Chen et al., 2020).

2. A Framework for Our Study

Our goal is to study possibilities and impossibilities
when we use more contexts in sarcasm recogni-
tion: how additional contexts have been improving
the performance and what the limits are against
pushing the state-of-the-arts. This section will in-
troduce our method to answer these questions.

2.1. Methods That Offer More Contexts

We employ (and develop) four methods for incor-
porating additional contexts. The first two meth-
ods (A1 and A2) implement the representative ap-
proaches in prior work. The next one (A3) studied
in different domains, but we adopted to sarcasm
recognition. The last method (A4) is the combina-
tions of A1-3, utilizing their embeddings at once.

A1: Word-level contexts. Initial work (Riloff
et al., 2013) leverages word embeddings, such as
Word2Vec or GloVe (Mikolov et al., 2013; Penning-
ton et al., 2014) for identifying sarcasm. We im-
plement this approach in our framework. Given a
sarcastic text, we sum up the embeddings of the
words in the text and feed them to a classifier to
label if the text is sarcastic. The idea behind this
approach is to quantify the contrast between the
words. Positive words are likely to be near another
positive word, and negative words do so; thus, the
task becomes identifying if negative and positive
words are combined together to deliver meanings
different from literal meanings of words.

A2: Sentence-level contexts. The next compo-
nent of our framework uses widely-used language
models, based on transformer architectures, such
as RoBERTa (Liu et al.,, 2019). These models
generate sentence-level embeddings: they take a
sentence (a sequence of words) and outputs a k-
dimensional vector. The typical choice of k is 768.
A standard practice of leveraging these models is

to pre-train and fine-tune. We fine-tune a model,
pre-trained on a large corpus of text data, such as
BookCorpus (Zhu et al., 2015), on sarcasm recog-
nition data. The intuition behind this is: even if the
text, used to pre-train a model, is from domains dif-
ferent from sarcasm recognition, it may offer addi-
tional contexts to improve the performance.

A3: Improve sentence-level embeddings using
contrastive learning. We train language mod-
els to learn sentence-level embeddings by max-
imizing (1) agreement between a non-sarcastic
text and another unrelated non-sarcastic text, and
(2) disagreement between the non-sarcastic text
and its sarcastic translation. To learn such em-
beddings we adapt a popular contrastive learn-
ing framework (SimCLR), presented by Chen et al.
(2020). Our loss function is formulated as follows:

exp(sim(zi, z;)/T)

L = —log e o 25)/7) + explsim{zr, 22)/7)

where sim(-) is the cosine similarity, z;, z;, and
zr are the anchor, positive and negative embed-
dings, and 7 is a temperature parameter. In our
context, z; is the non-sarcastic text, z; is an unre-
lated non-sarcastic text, and z;, is a direct sarcas-
tic translation text of the anchor non-sarcastic text.
Re-training with the loss allows a model to encode
the contexts that make non-sarcastic and sarcas-
tic sentences different in the embedding space.

A4: Combine word- and sentence-level embed-
dings. We further combine the embeddings from
the above approaches to leverage full contexts.

2.2. Putting All Together

We finally present a framework that enables us to
individually (and also comprehensively) evaluate
the effectiveness of our approaches. The archi-
tecture of our framework is shown in Figure 1.
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Methods | IAC-V1 | IAC-V2 | Tweets

| Acc. F1 Prec. Rec. | Acc. F1 Prec. Rec. | Acc. F1 Prec. Rec.
A1: Word2Vec ‘ 498 66.5 49.8 100. ‘ 549 685 527 981 ‘ 39.7 56.8 39.7 100.
A2: RoBERTa ‘ 63.3 656 615 704 ‘ 743 753 725 784 ‘ 56.6 59.9 473 817
A2: BERTweet (RoBERTa) ‘ 549 374 606 27.0 ‘ 750 751 744 748 ‘ 63.8 640 528 81.0
A3: BERTweet (SimCLR) ‘ 58.3 470 64.1 371 ‘ 752 752 752 751 ‘ 628 634 520 814
A4: All Embeddings ‘ 721 721 719 723 ‘ 840 832 858 8038 ‘ 820 802 713 916

Baselines (Liu et al., 2022)

ADGCN-RoBERTa ‘ 724 724 725 724 ‘ 821 821 822 821 ‘ 722 714 713 719
DC-Net-RoBERTa ‘ 69.3 69.1 69.7 69.3 ‘ 83.7 83.7 83.7 837 ‘ 70.9 68.7 69.7 68.3
RoBERTa ‘ 721 719 73.0 721 ‘ 827 827 829 829 ‘ 727 728 728 739

Table 1: Performance comparison of four different approaches (A1-4) to encoding more contexts in
sarcasm recognition. We compare accuracy, F1-score, precision, and recall. The bottom two rows are
the performance from the baseline approach by Liu et al. (2022). Best results are highlighted in bold.

3. Evaluation

We now empirically evaluate the effectiveness of
four different approaches (A1-4). We also analyze
samples where each approach can improve upon.

3.1. Experimental Setup

Datasets. We run our experiments with three
benchmarks: IAC-V1, IAC-V2, and Tweets (Oraby
et al., 2016; Van Hee et al., 2018b), widely used
in sarcasm recognition. Each sentence in the
dataset is annotated as sarcasm or non-sarcasm,
and we use them as labels. We additionally use
SarcasmSIGN (Peled and Reichart, 2017), com-
posed of sarcastic texts and their multiple, direct,
non-sarcastic translations, for contrastive training
of sentence embedding models. Note that Sar-
casmSIGN contains duplicates of non-sarcastic
translations, and we filter them out before use.

Models. We harness the word embeddings pro-
duced by Word2Vec (Mikolov et al., 2013). To ob-
tain sentence embeddings, we utilize pre-trained
models available from Huggingface. Specifically,
we use the RoBERTa-based models (Liu et al.,
2019): roberta-base' and vinai/bertweet-base?.
BERTweet models (Nguyen et al., 2020) undergo
pre-training on English Tweets, enabling them to
learn embeddings from more sarcastic texts.

Metrics. We measure the performance using the
following four metrics: classification accuracy (or
accuracy), F1-score, precision, and recall.

Our detailed experimental setup is in Appendix A.

3.2. Quantitative Evaluation

Table 1 summarizes our results. Overall, we find
that using more contexts indeed helps with improv-

"https://huggingface.co/roberta-base
2https://huggingface.co/vinai/bertweet-base

ing the performance in sarcasm recognition.

We first observe that, when all the embeddings
are combined, we achieve the best performance.
In IAC-V1/-V2, the performances are comparable,
or it is better than the baselines (Liu et al., 2022)
in Tweets. It is an interesting result because we
achieve performances comparable to the base-
lines, designed explicitly for better sarcasm recog-
nition, by simply combining more contexts. The re-
sults suggest that the improvements from the prior
work may come from using more data, not from a
delicate design of their methodology.

Now we turn our attention to how much perfor-
mance improvement each approach brings. From
the first row (A1), we see that word-level embed-
dings that encode the contexts from nearby words
are not sufficient to perform well in sarcasm recog-
nition. Sentence-level embeddings (A2) that cap-
ture contexts from long-range dependency signif-
icantly improve performance. The performance
further increases when models are pre-trained on
a corpus (A3), potentially including more sarcastic
texts, such as English Tweets. Contrastive learn-
ing, in contrast to the advances made in other do-
mains, does not improve the performance more.
Instead, if we use all the embeddings, this straight-
forward approach leads us to the best (A4).

3.3. More Does Not Always Mean Better

We now manually analyze the samples correctly
classified by an approach but misclassified by the
preceding one. Previous studies have relied on
amortized metrics, e.g., accuracy, to quantify per-
formance improvements. While shown effective,
they often leave ambiguity regarding whether the
claimed improvements result from the proposed
techniques or if other factors contribute to the in-
creased accuracy. Our manual, per-sample anal-
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Methods | Example Texts | Pred. | Truth
| thought God forbid them to eat dead cows, or was it poultry? s s
A1: Word emoticonXRolleyes ’ ’
As a gun owner I'm also a property owner.
; NS. NS.
Or are you denying that guns are property?
A2- RoBERTa See, a terrorist attack is probably the sort of thing | would use as an excuse to | S. S.
not go to work...
So why are you so afraid of it?
. e . . NS. NS.
If it is bad you will have a choice to go to a private insurance company.
A2: BERTweet (ROBERTa) $o everything thqt other peop'le sayona yvebsﬁe or |r‘1 a book is just and opin- | S. S.
ion? And everything you say is a fact? Nice how you've got things set up.
Please provide the actual estimates of the time required along with the neces- | NS. NS.
sary references if you please! How much time WOULD it take with confidence
limits please!
. . This is just plain dumb. Abortion is NOT the primary means of birth control. If | NS. NS.
A3: BERTweet (SImCLR) it is used as birth control, it's because others have failed or haven’t been tried.
\ It's a lot easier to kill someone with a gun than a cigarette or a beer. \ S. S.
; . -
Ad: All Embeddings Bravo, Penfold! You are the neatest pricker of balloons with the shortest of | S. S.
needles whom | have come across!
The idea of abortion as population control is absurd, especially forced abortions | NS. NS.
as someone mentioned a few posts ago. Anyone who has read a biology book
knows the world has methods of population control on its own, we don’t need
to be doing stuff like that ourselves.
A4: All Embeddings The tactics pro-lifers use make the Nazis look like the little league. | mean, | S. NS.
(Incorrect predictions) seriously. The reason we are dealing with terrorism is because women have
the right to the abortion procedure. Wow. Please give me one way those two
things relate to each other.
The VPC has a political agenda. The FBI? That is like saying | believe Coke | NS. S.

taste better than Pepsi because the Coke commercial says so.

Table 2: Qualitative analysis. Each successive method (except for the first and last methods) correctly
classifies the samples incorrectly classified by the previous method, we underline the parts that seem to
cause this performance improvement. S. signifies sarcastic text and NS. signifies non-sarcastic text.

ysis is a starting point to take an in-depth look at
existing approaches and whether they are improv-
ing as shown in their original studies. We find in
our qualitative analysis that in some cases, the im-
provements come as claimed, but in other cases,
it is from undesirable model behaviors like biases.
Examples are shown in Table 2.

A1 and A2. We show how sentence embed-
dings (A2) enhance a model’s understanding of
sarcastic texts. For example, the second two rows
show that an approach solely relying on word em-
beddings cannot capture the long-range depen-
dency between, e.g., “terrorist attack” and “not go
to work.” A1 classifies the example text as non-
sarcasm. If sentence embeddings learn from texts
potentially containing sarcasm (A2: BERTweet),
the embeddings of “And everything you say is a
fact?” are not similar to those of genuine ques-
tions. They are closer to accusatory questions.

A3. Ifthe models that generate sentence embed-
dings are further fine-tuned using the contrastive
learning approach, we observe that the embed-

dings begin to encode paraphrases commonly
found in sarcastic texts, such as 'plain dumb.’ But,
in terms of performance, these advancements re-
sult in only a marginal difference (see Table 1 1).

A4. If we combine all the embeddings, we see
the advantage of using information from both
word-level and sentence-level embeddings. In
word embeddings, the “neatest picker” and “short-
est of needles” contain two words with an oppo-
site sentiment. However, just looking at individ-
ual phrases is not sufficient to identify a sarcastic
tone, and the sentence-level embeddings enable
connecting the two and recognizing the sarcasm.

Biases. We further analyze the failure cases of
A4 and find that, to make these sample texts cor-
rectly classified, embeddings may need to encode
undesirable biases. For example, in the last two
rows, to understand the sarcasm in the first text,
a model may need to have negativity toward “pro-
lifers” to align it with “Nazi.” The same goes for the
second example. A model (or embeddings) may
need to be biased against conspiracy theorists to
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correctly classify the sample text as sarcasm.
More analyses can be found in Appendix B.

4. Conclusion

This paper studies the role of rich contextual in-
formation in sarcasm recognition. To conduct this
study, we develop a framework that implements
four representative approaches to incorporating
richer contexts for sarcasm recognition. By eval-
uating these approaches on three sarcasm recog-
nition benchmarks, we provide a new viewpoint
on long-held beliefs in sarcasm detection. We
show that: (1) Just combining more embeddings
will offer the same performance in sarcasm de-
tection as using complex model architectures or
delicate training methods. (2) Pushing the perfor-
mance further may require a model to learn un-
desirable biases, necessitating rethinking whether
we should keep improving the current approaches.

What’s Next? Our work underscores the need
for future work to develop new methodologies for
building models that excel in sarcasm detection
and minimize reliance on undesirable biases, such
as those related to gender or societal norms. To
achieve this goal, we encourage the following di-
rections for future research: (1) A systematic in-
vestigation of when and how these biases are in-
troduced to a model. This involves adapting ex-
isting metrics or devising new ones to accurately
quantify biases present in models. Moreover,
we envision developing a novel method to deter-
mine which training instances significantly impact
the accurate identification of specific sarcastic ex-
pressions. (2) In light of the remarkable capa-
bilities of large-language models, future research
should assess whether increasing model size ef-
fectively addresses the bias issues we have iden-
tified. Although our manual analysis suggests that
improvements might inadvertently depend on un-
desirable biases, the efficacy of scaling as a so-
lution remains uncertain. It is therefore important
to empirically test this hypothesis to determine the
viability of scaling as a strategy to mitigate bias.
(3) Moreover, future work may focus on the cross-
collaboration that must occur between research
and social institutions. Given that enhanced sar-
casm detection may inadvertently learn and prop-
agate undesirable biases, it is important to prevent
the deployment of such biased models within so-
cial institutions. Moreover, considering that much
of the training data for sarcasm detection models
comes from social media (e.g., Twitter), there is
a need for researchers to collaborate with these
companies to limit the introduction of harmful data.
By working together, we hope to develop strate-
gies that ensure the ethical and unbiased devel-
opment of natural language processing methods.
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A2: Sentence-level embeddings are gener-
ated by using the vinai/bertweet-base and
roberta-base models. We use the AutoTokenizer
class for our models. We feed the token-level em-
beddings, generated by the tokenizer to our mod-
els. We average the embeddings obtained from
our model to make a single sentence embedding.

A3: Contrastive-learning process. To further
improve the quality of sentence-level embeddings,
we fine-tune the vinai/bertweet-base model via our
contrastive learning technique:

(1) We first fine-tune the vinai/bertweet-base
model on the SarcasmSIGN dataset (Peled
and Reichart, 2017). Before fine-tuning, we
remove duplicates from the dataset.

(2) We adapt the contrastive learning framework
presented by Chen et al. (2020) for visual rep-
resentations to enhance our sentence-level
embeddings. The framework uses a 2-layer
feedforward neural network to produce 256-
dimensional representations; we follow this
process and decrease the representation di-
mension from 768 to 256. We then fine-tune
these two models using NT-Xent loss.

(3) We fine-tune the model for 10 epochs, using a
temperature of 0.7, batch size of 50, a learn-
ing rate of 1e-5, a weight decay of 1e-3, and
the AdamW optimizer.

(4) We follow the same process outlined in A2
with this fine-tuned vinai/bertweet-base to
create the sentence-level embeddings.

Sarcasm recognition models. We employ a 2-
layer feedforward neural network to implement our
models. When we test each approach individually,
we set the dimension of the input linear layer to
768. We set the hidden layer dimension to 128
and employ the ReLU activation function for non-
linearity. The final linear layer classifies the text
as sarcastic or non-sarcastic. We train them for 5
epochs using a weight decay of 0.01, a learning
rate of 1e-5, and a batch size of 32. We use the
cross-entropy loss and AdamW optimizer.

When all four types of embeddings are used, we
concatenate them, and therefore, the input layer’s
dimension increases from 768 to 39936. The A1,
A2 RoBERTa, and A3 embeddings have already
been generated and are fed in as lists while A2
BERtweet embeddings are added by incorporat-
ing 'vinai/bertweet-base’ with the model. A linear
layer is used to reduce this dimensionality back to
768 and the other architectural choices are kept
the same. We train this model for 5 epochs with
a batch size of 16, a weight decay of 0.01, and a
learning rate of 1e-5. We employ the F-3 score as
our loss function. We use the AdamW optimizer.

B. More Qualitative Analysis

Here we provide more examples of a model learn-
ing biases for improving sarcasm recognition.

(1) Katie pisses me off so bad #TheApprentice

(2) @cnsnews Obama and Hillary convinced
Ukraine that they would protect them if they
essentially disarm. Need to keep at least
one promise.

(3) Everytime | try to like Chris Brown he does
something to royally eff that up. Dude is
a chronic loose cannon #chrisbrown #Kar-
rueche

(4) Again, as an ignorant layman, | can only
get the gist of this material, but how any-
one could possibly argue against the ge-
netic code as a product of intelligent design
is beyond me.

Examples correctly classified by a model po-
tentially leaned societal biases. We showcase
four examples, incorrectly classified by the models
in A1-3, while correctly classified by our A4 model.

We showcase example texts (1)—(3) that were in-
correctly classified as sarcastic by A1-A3 and cor-
rectly classified by A4 as non-sarcastic. (4) was in-
correctly classified as non-sarcastic by A1-A3 and
correctly classified as sarcastic by A4. We con-
duct a manual analysis on why: (1) shows A4
may become biased against Katie, a contestant in
“#TheApprentice”. (2) shows A4 may become bi-
ased against “Obama and Hilary” to correctly clas-
sify it. (3) shows A4 may become biased against
“Chris Brown”. (4) shows A4 may become biased
against “Intelligent Design” and mock it.
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