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Abstract
Predicting the compositionality of noun compounds such as climate change and tennis elbow is a vital component
in natural language understanding. While most previous computational methods that automatically determine the
semantic relatedness between compounds and their constituents have applied a synchronic perspective, the current
study investigates what diachronic changes in contexts and semantic topics of compounds and constituents reveal
about the compounds’ present-day degrees of compositionality. We define a binary classification task that utilizes two
diachronic vector spaces based on contextual co-occurrences and semantic topics, and demonstrate that diachronic
changes in cosine similarities — measured over context or topic distributions — uncover patterns that distinguish
between compounds with low and high present-day compositionality. Despite fewer dimensions in the topic models,
the topic space performs on par with the co-occurrence space and captures rather similar information. Temporal
similarities between compounds and modifiers as well as between compounds and their prepositional paraphrases

predict the compounds’ present-day compositionality with accuracy >0.7.
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1. Introduction

One fascinating aspect of language is its compo-
sitional structure, which allows humans to create
novel words and fosters creativity in compounding
(Costello and Keane, 2000; Benczes, 2011) and
other multi-word expressions. While understanding
the meaning of multiword expressions is an easy
task for native speakers, it is quite challenging for
computational models to determine the meaning of
a complex expression with regard to its individual
parts. For example, compare the meaning of the
English noun compound climate change, where the
meaning may be obtained from the meanings of its
constituents, to snake oil ‘false panacea’, where the
meaning of the compound cannot be derived from
either snake or oil. Building computational models
to understand the meaning of complex structures is
therefore a crucial component for a wide range of
NLP applications. An underexplored source of in-
formation in this area is the diachronic evolution of
noun compound meanings, a process connected to
changes in the use of functionally similar linguistic
structures (Booij, 2019) and facilitated by human
speakers’ ability to interpret novel compound mean-
ings in a systematic way (Wisniewski, 1996).
Previous studies have investigated composition-
ality by utilizing composite functions to mathemati-
cally combine constituent vectors (Mitchell and La-
pata, 2008; Coecke et al., 2010; Baroni et al., 2014;
Yee and Kalita, 2016; Dima et al., 2019), or by

comparing the representations of compounds and
their constituents (Reddy et al., 2011; Schulte im
Walde et al., 2013, 2016b; Salehi et al., 2014, 2015;
Cordeiro et al., 2019; Alipoor and Schulte im Walde,
2020; Miletic and Schulte im Walde, 2023). These
studies follow a synchronic approach, and up to
date only a few papers have looked into what di-
achronic information reveals about compositional-
ity: Dhar et al. (2019) and Dhar and van der Plas
(2019) employ the Google n-grams corpus’ and ex-
plore the effects of time span length and frequency
cut-off on cosine similarity and information-theoretic
measures of compositionality over time. Maurer
et al. (2023) examine how diachronic changes
in frequency and productivity of compounds and
constituents influence the compounds’ degrees of
compositionality. Moreover, while previous stud-
ies have explored the role of heads and modifiers
in compound compositionality (Girju et al., 2005;
O Séaghdha, 2007; Dima et al., 2014; Schulte im
Walde et al., 2016a), no work has looked into the
role of prepositional variants of compounds (e.g.,
climate change is a change in/of climate) in syn-
chronic or diachronic models of compositionality.
This paper investigates what diachronic changes
in representations and in the semantic relatedness
between compounds and constituents reveal about
the compounds’ present-day compositionality. We
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ensure comparability with our prior work in Mau-
rer et al. (2023) by modeling a well-established
set of English noun compounds in a binary clas-
sification setup, but we assess a different range
of feature variants in compound and constituent
representations. Our contribution is three-fold: We
first compare high-dimensional co-occurrence rep-
resentations against sparser but semantically more
elaborate topic model distributions, when predicting
degrees of compositionality. Second, we examine
the role of prepositional compound paraphrases in
contrast to the individual roles of modifier and head
constituents in the prediction. Finally, we provide a
qualitative analysis of differences in diachronic pat-
terns for present-day low- vs. high-compositional
compounds.

2. Data

In this section we present our target compounds
and the diachronic corpus we use.

2.1.

We focus on English noun compounds where both
the head and the modifier are nouns. As gold stan-
dard, we use the dataset of open English noun com-
pounds created by Cordeiro et al. (2019), including
90 compounds from Reddy et al. (2011) along with
further 190 compounds added by Cordeiro and
colleagues. This dataset was annotated for the de-
grees of compositionality of the compounds, rated
on a scale from 0 (not literal at all) to 5 (very literal).
The rating was based on the semantic contribution
of the modifier/head to the compound’s meaning,
as well as the compositionality of the whole com-
pound phrase. We retain a subset of 210 com-
pounds, where both constituents are nouns. Ta-
ble 1 shows sample compounds and their ratings.

Gold Standard of Noun Compounds

Compositionality Rating
Compound —
modifier head compound
climate change | 4.90+0.30 | 4.83+0.38 | 4.97+0.18
entrance hall 4.87+0.35 | 4.13+0.91 | 4.40+0.74
tennis elbow 2.06+1.71 | 4.29+1.36 | 2.35+1.69
crocodile tears | 0.19+£0.47 | 3.79+1.05 | 1.25+1.09

Table 1: Examples of compounds and their com-
positionality ratings (mean + standard deviation).

2.2. Corpus

For diachronic information, we utilize the clean ver-
sion of the Corpus of Historical American English
(CCOHA) (Davies, 2012; Alatrash et al., 2020), a
collection of texts spanning from the 1810s to the
2000s. It contains 483.6 million tokens across time

slices, with the potential to provide insights into
language changes. Additionally, we leverage two
levels of time granularity: fine-grained and coarse-
grained time slices. In the fine-grained setup, we
consider individual decades from the 1810s to the
2000s, while for the coarse-grained one we com-
bine these into six 30-year time slices starting from
the 1830s.

3. Experimental Setup

Our goal is to examine the diachronic develop-
ment of compound meanings and their constituents.
More specifically, we focus on changes in com-
pound meanings over time in relation to their
present-day degrees of compositionality. For this,
we represent the meanings of our compound tar-
gets (section 3.1) using two types of vector spaces,
based on co-occurrences (section 3.2) and topic
models (section 3.3), and determine cosine sim-
ilarities used as relatedness features in a binary
classification to differentiate between low- and high-
compositional compounds (section 3.4).

3.1.

We generate a range of individual vectors for com-
pounds (e.g., climate change), modifiers (e.g., cli-
mate), heads (e.g., change), and prepositional com-
pound paraphrases of their constituent combina-
tions (e.g., change in climate, change of climate,
etc.). Prepositional variants are a novel feature for
this task which we use to examine one type of com-
pound paraphrases in a controlled manner. Each of
the vectors is specific for a fine or coarse time slice,
e.g., one vector for climate change in the 1830s,
one for representing it in the 1840s, etc.

Targets

3.2. Co-occurence Space

To construct standard co-occurrence vectors, we
leverage both fine-grained and coarse-grained time
slices. We apply a window size of +10 words across
the lemmatized and POS-tagged CCOHA corpus
and count co-occurrences of target and context
words, while restricting context words to content
words. We do not apply any frequency threshold for
context words or co-occurrences in order to avoid
exacerbating data sparsity.

3.3. Topic Modeling Space

Based on the co-occurrence vectors, we create
topics by applying stochastic block models (SBMs)
(Peixoto, 2019), community networks which aim
to avoid both overfitting and underfitting. This ap-
proach generates a graph where nodes represent
compounds and their co-occurrences, with specific
edge densities connecting subsets of nodes. A key
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advantage of this method is the fact that it creates
topics in a multi-level hierarchical approach, with
the number of topics determined automatically de-
pending on the hierarchy level (Gerlach et al., 2018).
We utilize levels 1, 2, and 3, resulting in 2164, 103,
and 20 topics, respectively. Subsequently, each tar-
getis represented by a k-dimensional vector, where
k stands for the number of topics, and the value
within each dimension indicates the probability of
the corresponding topic being represented in the
target’s vector.

3.4. Binary Classification Task

To examine the diachronic patterns in compounds
and to relate them to their present-day compo-
sitionality, we define a binary classification task
with the objective of distinguishing between low-
and high-compositional compounds. For that, we
obtain balanced classes of the 60 least and the
60 most compositional compounds, compound-
modifier and compound-head pairs, i.e., the ex-
treme two sets in compositionality, while ignoring
those in the mid ranges. We expect the distinc-
tion between extremely (non-)compositional com-
pound sets to provide a clear picture of differences
in compound properties (see Schulte im Walde
etal. (2016a); Alipoor and Schulte im Walde (2020);
Schulte im Walde and Frassinelli (2022); Maurer
et al. (2023) for similar extreme-based classification
constellations). Table 2 shows the ranges of the
mean ratings for the 3 x 2 extreme sets. We then
apply a support vector machine (SVM) as the binary
classifier between the low- vs. high-compositional,
and present accuracy results.

Compositionality Range

low high
compound | [0.18, 1.52] | [4.26, 5.00]
modifier [0.00, 2.80] | [4.60, 5.00]
head [0.14, 1.41] | [4.65, 5.00]

Table 2: Ranges of mean ratings for compound
phrases and compound-constituent combinations.

As diachronic feature input for the classifier we
create feature vectors v(wy,ws) = [v1,v2, ..., U],
where v; represents the cosine similarity score be-
tween the co-occurrence/topic vectors of target
words w; and ws (e.9., acompound and its modifier;
a compound and a prepositional paraphrase; etc.)
in the i*" time slice. As target vectors we use those
of the compounds, the modifiers, and the heads,
as well as a “constituent” vector (summing the mod-
ifier and head vectors for a specific compound), a
“preposition” vector (summing over the vectors of
a compound’s prepositional paraphrases), and a
“combined” vector (summing over a compound and
all its prepositional paraphrase vectors).

While our focus is on diachronic evolution, we
also carry out a comparison with a standard static
approach. For this purpose, we train our SVM clas-
sifier using the last time slice of either granularity:
the 2000s in the fine-grained setup, and 1980s-
2000s in the coarse-grained setup. Additionally,
repeated k-fold cross-validation is employed in all
of our experimental scenarios to address concerns
of data sparsity and overfitting, using 20 repetitions
with different permutations of the data and 4 folds
per repetition.

4. Results

Table 3 presents the results for predicting present-
day compound compositionality across variants of
diachronic similarities between w; and wy vectors,
while relying on fine-grained time slices, which in-
clude the overall best results. Results for coarse-
grained time slices as well as for alternative num-
bers of topics are provided in Appendix A. Regard-
ing our experiments on the last time slice, we report
the best individual results out of all comparisons
of wy and ws vectors; full results can be found in
Appendix B.

Most of the results are clearly above the base-
line, with best accuracy scores per column be-
tween 0.667 and 0.745. The highest accuracy in
our diachronic setup for both spaces is reached
when predicting compound compositionality using
compound—modifier vector similarity, i.e., the tem-
poral development of vector-space similarity be-
tween compounds and their modifiers represents
the strongest predictor of the compounds’ present-
day (non-)compositionality. The lowest results are
obtained when we predict head or modifier compo-
sitionality employing the opposite constituents (e.g.,
using the compound—head similarity to predict the
modifier’s contribution to the compound’s meaning),
while employing the same constituent is rather suc-
cessful (e.g., using the compound—-maodifier vector
to predict the modifier's contribution to the com-
pound’s meaning). Among constituents and also
prepositional paraphrases, the modifiers are gen-
erally the most reliable in similarity-based predic-
tions for compound compositionality (also in the
“combined” setup), while the heads are the worst;
similarities between compounds and prepositional
paraphrases show in-between results, i.e., they are
still more reliable than compound-head similarities.
Interestingly, in almost all cases the compound—
constituent comparisons reach accuracy scores
between compound—modifier and compound-head
comparisons; we conclude that the comparisons do
not benefit from knowing about both constituents,
i.e., the constituents do not seem to provide comple-
mentary information regarding compound meaning.

Comparing the vector spaces, the results of the

17451



Coefficient

Accuracy

Features compound modifier head

coocc. | topic | coocc. | topic | coocc. ‘ topic
random 0.500 | 0.500 | 0.500 | 0.500 | 0.500 | 0.500
best last 0.749 | 0.683 0.743 | 0.645 0.645 | 0.615
diachronic cosine similarity for wi—w- ‘
compound—modifier 0.741 | 0.745 | 0.703 | 0.706 | 0.627 | 0.621
compound-head 0.673 | 0.697 | 0.585 | 0.590 | 0.678 | 0.666
compound-constituents | 0.710 | 0.701 0.626 | 0.635 | 0.658 | 0.667
compound—preposition 0.710 | 0.716 | 0.650 | 0.666 | 0.653 | 0.650
combined—modifier 0.733 | 0.683 | 0.695 | 0.669 | 0.631 | 0.540
combined-head 0.704 | 0.617 | 0.609 | 0.504 | 0.695 | 0.637
combined—constituents 0.721 | 0.703 | 0.633 | 0.630 | 0.666 | 0.666

Table 3: Classification results for co-occurrence and topic (k = 2164) spaces relying on fine-grained time
slices, and for our static approach. Bold values represent the overall best results per column, while italic
values indicate the best diachronic setting per column. The overall top three values in the diachronic

setup are highlighted in green.

modifier
—— constituents
—— preposition

0.0¢

1830s-1850s 1860s-1880s 1890s-1910s 1920s-1940s 1950s-1970s  1980s-2000s
Time slice

Figure 1: Correlations between cosine similarity
scores and human compositionality ratings, for
compound targets.

topic modeling approach vary depending on the
number of topics & predetermined by the algorithm
(cf. section 3.3). They are comparable to the co-
occurrence approach only when k = 2164, and they
deteriorate with a reduction in the number of topics.
Although an explanation is not immediately appar-
ent, the topic-based approach is competitive in the
setup involving the “compound” vector, but it clearly
lags behind the co-occurrence approach when rely-
ing on the “combined” vector (obtained by summing
the vector of the compound and those of its preposi-
tional variants). It is also interesting to note that the
number of vector dimensions is significantly lower
in the topic than in the co-occurrence spaces (cf.
Appendix C); these dimensions are arguably the
ones that capture the most relevant information, as
indicated by overall stability in performance.

When comparing the use of the static approach
with the diachronic one, we observe that the static
approach outperforms the diachronic setup in most

of our co-occurrence experiments. This indicates
— somewhat unsurprisingly — that most aspects of
present-day compositionality are easier to predict
from co-occurrence patterns that are the closest
to the present. However, the reverse occurs when
employing the topic modeling approach, meaning
that the diachronic setting is more effective within
this framework. Nonetheless, this finding coupled
with the fact that accuracy is rather high in all cases
described above, confirms that diachronic develop-
ments reveal distinctive patterns related to present-
day compositionality.

5. Qualitative Analysis

Figure 1 presents correlations between cosine sim-
ilarities over time in relation to human composition-
ality ratings. As can be seen, the strongest cor-
relations are associated with compound—modifier
and compound—preposition similarities in most time
slices. This aligns with our classification results,
where the accuracies for compound—modifier and
compound—preposition ranked among the highest.

We also examine where the model fails: Fig-
ure 2 plots the mean values of the diachronic co-
sine similarity features in cases where the model
makes accurate predictions (hits) or inaccurate
ones (misses), in order to determine whether mis-
classified examples deviate from the overall pat-
tern observed in low-/high-compositional subsets.
As the plot illustrates, in both the low- and high-
compositional subsets the correctly classified ex-
amples display patterns quite similar to the over-
all mean of their corresponding subset. On the
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Figure 2: Averages of diachronic cosine similar-
ity features for the low- and high-compositionality
subsets, along with their respective means for mis-
classified and accurately classified examples.

other hand, misclassified examples tend to move
towards the pattern of the opposite class, leading to
erroneous predictions made by the classifier. Par-
ticularly for the misclassified examples within the
high-compositional compounds, their diachronic
developments closely mirror the trend represented
by the average of low-compositional subsets. This
observation explains why our classifier does not
perform well on high-compositional subsets.

Overall, we also observe that as time progresses,
the cosine similarities increase in both groups.
However, the increase is more noticeable for the
high-compositional compounds, and as we move
forward that distinction between the two classes
becomes more evident. This observation offers a
further explanation for the high accuracies achieved
by our static approach, which only uses data from
the last time slice.

To investigate whether the two vector spaces
lead to misclassifications of the same or different
target items, we also calculate how strongly the
misclassified items overlap. For the co-occurrence
space, the proportion of misclassified items shared
with the topic approach is 0.895; vice versa, for the
topic space with 2,164 topics, it is 0.919. In other
words, both approaches struggle with a similar set
of items, indicating that they capture very similar
information.

6. Discussion and Conclusion

This study presented a series of binary classi-
fication experiments to investigate the connec-
tion between the evolution of English noun com-
pound meanings over time and their present-day
degrees of compositionality. We proposed two vec-
tor spaces in a diachronic approach, with both co-
occurrence and topic modeling spaces performing
comparably well with accuracy >0.7. As the num-
ber of dimensions is significantly lower in the topic
modeling approach, the topic dimensions are ar-
guably well-suited to our semantic task. We also
observed a stronger contribution of modifiers (and
prepositional paraphrases) than heads in their dis-
tributional indication of compound compositionality.

Our results thus suggest that diachronic features,
based on temporal sequences of cosine similari-
ties, capture distinctive patterns related to the com-
pounds’ present-day compositionality levels. Ad-
ditionally, a qualitative analysis reveals that as we
move forward in time, differences between high-
and low-compositional compounds become more
pronounced. These observations more generally
provide a better understanding of the way in which
compound meanings evolve over time.

As previously noted, our setup is similar to a
prior study (Maurer et al., 2023) which leverages di-
achronic frequency and productivity of compounds
to classify them for present-day compositionality.
The key results of that paper align with our findings,
confirming that when using diachronic features, pre-
dicting the compositionality of compounds is slightly
easier than predicting the meaning contributions
of heads or modifiers. From a diachronic linguis-
tic standpoint, we observe the same pattern in the
temporal development of compounds: a progres-
sive increase in the differences between low- and
high-compositional compounds, as well as more
pronounced changes in high-compositional com-
pounds compared to the low-compositional ones
over the time span captured by our data. From
a methodological standpoint, the best results for
predicting compound compositionality are obtained
using compound—head comparisons in the prior
study, and compound—modifier comparisons in our
experiments. This points to a different nature of
the compositionality information captured by the
evolution of frequency and productivity vs. vector
space similarities. More generally, the best classifi-
cation accuracy in the diachronic setting is higher
in the current approach (0.74) than in our previ-
ous study (0.66). This finding confirms the utility of
more complex representational information captur-
ing co-occurrence and topic patterns, as opposed
to more directly accessible quantitative information
such as frequency and productivity.
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A. Diachronic Approach Results

Accuracy

Features compound modifier head

coarse fine coarse fine coarse fine
compound - modifier 0.718 0.741 0.670 0.703 0.572 0.627
compound - head 0.687 0.673 0.581 0.585 0.671 0.678
compound - constituents 0.682 0.710 0.615 0.626 0.601 0.658
compound - preposition 0.719 0.710 0.670 0.650 0.639 0.653
combined - modifier 0.725 0.733 0.669 0.695 0.590 0.631
combined - head 0.686 0.704 0.600 0.609 0.684 0.695
combined - constituents 0.699 0.721 0.613 0.633 0.595 0.666

Table 4: Full classification results for the co-occurrence space. Bold values show the best diachronic
settings among different combinations in each setup. The top three values are highlighted in green.

Features Accuracy

compound modifier ‘ head
k=2164 |
compound - modifier 0.745 0.706 0.621
compound - head 0.697 0.590 0.666
compound - constituents 0.701 0.635 0.667
compound - preposition 0.716 0.666 0.650
combined - modifier 0.683 0.669 0.540
combined - head 0.617 0.504 0.637
combined - constituents 0.703 0.630 0.666
k=103
compound - modifier 0.675 0.636 0.583
compound - head 0.631 0.549 0.593
compound - constituents 0.627 0.585 0.585
compound - preposition 0.721 0.668 0.628
combined - modifier 0.625 0.590 0.531
combined - head 0.587 0.526 0.560
combined - constituents 0.589 0.524 0.547
k=20
compound - modifier 0.546 0.5183 0.5083
compound - head 0.546 0.498 0.510
compound - constituents 0.551 0.516 0.557
compound - preposition 0.697 0.645 0.617
combined - modifier 0.540 0.508 0.479
combined - head 0.543 0.500 0.494
combined - constituents 0.532 0.497 0.501

Table 5: Full classification results for the topic space. The reported accuracy scores are for fine-grained
time slices. Bold values show the best diachronic settings among different combinations in each setup.
The top three values are highlighted in green.
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B. Static Approach Results

Accuracy

Features compound modifier head

coarse fine coarse fine coarse fine
compound - modifier 0.748 0.731 0.690 0.738 0.587 0.588
compound - head 0.712 0.639 0.568 0.507 0.686 0.635
compound - constituents 0.651 0.622 0.549 0.518 0.584 0.557
compound - preposition 0.722 0.682 0.666 0.627 0.638 0.605
combined - modifier 0.769 0.749 0.702 0.743 0.602 0.579
combined - head 0.720 0.639 0.587 0.524 0.693 0.645
combined - constituents 0.673 0.639 0.589 0.549 0.582 0.566

Table 6: Full classification results for the co-occurrence space using the last time slice. Bold values are
the best results. The top three values are highlighted in green.

Features Accuracy

compound modifier ‘ head
k=2164 |
compound - modifier 0.683 0.645 0.572
compound - head 0.645 0.538 0.615
compound - constituents 0.596 0.546 0.487
compound - preposition 0.648 0.621 0.611
combined - modifier 0.543 0.503 0.509
combined - head 0.605 0.634 0.567
combined - constituents 0.591 0.550 0.478
k=103
compound - modifier 0.668 0.663 0.580
compound - head 0.650 0.590 0.602
compound - constituents 0.615 0.575 0.577
compound - preposition 0.702 0.623 0.602
combined - modifier 0.560 0.613 0.459
combined - head 0.570 0.579 0.474
combined - constituents 0.501 0.542 0.417
k=20
compound - modifier 0.671 0.645 0.635
compound - head 0.567 0.502 0.596
compound - constituents 0.621 0.580 0.634
compound - preposition 0.696 0.620 0.604
combined - modifier 0.559 0.527 0.557
combined - head 0.442 0.427 0.508
combined - constituents 0.548 0.452 0.579

Table 7: Full classification results for the topic space using the last time slice. The reported accuracy scores
are for fine-grained time slices. Bold values are the best results. The top three values are highlighted in
green.
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C. Co-occurrence vector sizes across time slices

Time slice 1810s 1820s 1830s 1840s 1850s
Vector size 26,037 67,562 107,551 11,6345 117,912
Time slice 1860s 1870s 1880s 1890s 1900s
Vector size 130,504 127,363 133,251 135,107 154,318
Time slice 1910s 1920s 1930s 1940s 1950s
Vector size 145,804 180,780 207,433 206,424 219,877
Time slice 1960s 1970s 1980s 1990s 2000s
Vector size 218,822 226,366 216,653 211,838 240,127
Table 8: Vector sizes for fine-grained setting.
Time slice 1830s-1850s 1860s-1880s 1890s-1910s
Vector size 233,034 265,967 298,455
Time slice 1920s-1940s 1950s-1970s 1980s-2000s
Vector size 433,741 492,554 484,757

Table 9: Vector sizes for coarse-grained setting.
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