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Abstract
Evaluation plays a significant role in modern natural language processing. Most modern NLP benchmarks consist of
arbitrary sets of tasks that neither guarantee any generalization potential for the model once applied outside the test
set nor try to minimize the resource consumption needed for model evaluation. This paper presents a theoretical
instrument and a practical algorithm to calculate similarity between benchmark tasks, we call this similarity measure
"Vygotsky distance". The core idea of this similarity measure is that it is based on relative performance of the "students"
on a given task, rather that on the properties of the task itself. If two tasks are close to each other in terms of Vygotsky
distance the models tend to have similar relative performance on them. Thus knowing Vygotsky distance between tasks
one can significantly reduce the number of evaluation tasks while maintaining a high validation quality. Experiments on
various benchmarks, including GLUE, SuperGLUE, CLUE, and RussianSuperGLUE, demonstrate that a vast majority
of NLP benchmarks could be at least 40% smaller in terms of the tasks included. Most importantly, Vygotsky distance
could also be used for the validation of new tasks thus increasing the generalization potential of the future NLP models.
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1. Introduction

Increasingly large language models such as (Anil
et al., 2023; Xu et al., 2023; Taori et al., 2023; Chi-
ang et al., 2023; Chowdhery et al., 2022; Bajaj
et al., 2022; Zoph et al., 2022; Raffel et al., 2020;
Brown et al., 2020; Devlin et al., 2019) manifest a
clear trend to develop large, foundational models
and then fine-tune in on a variety of NLP tasks de-
pending on the use case. To prove that the new
proposed model is beating the state-of-the-art solu-
tion, one typically evaluates the model on a series
of tasks on which the suggested method is to be
better than the existing ones. The community is
standardly using conventional benchmarks to see
if a given model is superior to the previous ones.
When one talks about industrial applications of nat-
ural language processing systems, benchmarking
becomes even more critical since, in practice, one
has to balance various aspects of the systems,
such as speed, accuracy, interpretability, etc.

Moreover, both in industry and academia, one is
often interested in assessing the model’s general-
izing potential. The current approach is somewhat
extensive, namely, ’the more tasks we use to eval-
uate, the better’. However, this is impractical and
can be computationally costly. More importantly,
such an approach diverts the attention of the NLP
community from research into new qualitative and
quantitative methods that could rigorously measure
generalization potential. This paper suggests an
ad-hoc approach to benchmark task similarity eval-
uation that could add rigour to NLP evaluation. We
hope that such an assessment method will stimu-
late the search for broader sets of tasks that could
endow the models with higher generalization ca-

pacity.

We regard a benchmark as a set of tasks, met-
rics, and evaluation methodology (usually, this is
some form of aggregation over the included tasks).
Each task is typically a dataset consisting of several
samples of input texts and target output results. To
properly evaluate the model, one typically fits the
model on the training subset and then calculates
metrics values on the evaluation part. Finally, one
uses some aggregation method to get the model’s
final score that reflects the evaluated approach’s
quality on the given benchmark. For example, one
of the most popular benchmarks in the field of natu-
ral language processing (NLP) is the General Lan-
guage Understanding benchmark (GLUE) (Wang
et al., 2018a), which was further extended in Su-
perGLUE (Wang et al., 2019). This benchmark
has analogs in other languages: CLUE (Xu et al.,
2020b) for Chinese, or RussianSuperGLUE (Shav-
rina et al., 2020) for Russian. All of them consist of
about 10 tasks. To get the final score of the model,
one typically takes the average accuracy among
all the problems provided in a given benchmark.

In this paper, we introduce the notion of Vygotsky
distance — a measure of task similarity evaluated
with respect to the relative ranking of the models on
the given task. We demonstrate that most bench-
marks contain up to fifty percent of the tasks that
could be regarded as redundant. We show that
removing these tasks from the benchmark has vir-
tually no effect on the resulting assessment of the
models’ generalization capabilities. We run the ex-
periments using evaluation results of all the NLP
models on all available benchmarks provided by
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Papers With Code1. We mainly focus on GLUE,
SuperGLUE, CLUE, and RussianSuperGLUE. The
most valuable contribution of the paper is that the
proposed benchmark compression method could
be used to evaluate new benchmarks. The further
a new benchmark is from the available tasks in
terms of the Vygotsky distance the more value it
carries.

Section 2 is devoted to the graph representa-
tion technique that we developed to represent ex-
isting benchmarks. We consider each separate
task in the benchmark as the vertex. We build
an edge between each pair of tasks and assign a
weight to it. The weight depends on the difference
in the models’ performance on the two tasks. This
graph allows us to analyze the entire benchmark
and retrieve the most meaningful tasks. Using the
formalism we have proposed, we can determine
which tasks in the benchmark are almost identi-
cal in terms of model evaluation and which are
not. Further theoretical development of this frame-
work is beyond the scope of this article, but this
practical mechanism of benchmark compression
is described in Section 3. Suppose one splits the
entire benchmark into public and private non-empty
disjoint subsets. In that case, they could train classi-
fiers to predict how models compare on the private
leaderboard using the results obtained on the pub-
lic leaderboard. Moreover, one can also predict
the exact models’ scores. This way, one could im-
plicitly estimate the amount of information about
the private subset of tasks available in the public
part of the benchmark. For private leaderboard pre-
dictions, we use Support Vector Machine (Cortes
and Vapnik, 1995), Gaussian Process (Williams
and Rasmussen, 2006), and Multilayer Perceptron
(Bishop et al., 1995). Equipped with the collected
data, we show how one can select a small subset
of tasks within every benchmark so that it would
suffice to predict the information of the models on
the rest of the tasks.

The main contributions of this paper are as fol-
lows:

• we propose a novel way to analyze bench-
marks and evaluation systems representing
them as weighted undirected graphs, which
allows us to retrieve non-trivial structural prop-
erties of benchmarks and assess the similarity
between the tasks in a given benchmark;

• we develop a framework that allows us to eval-
uate and compare NLP models on a small
subset of benchmark tasks with the afore-
mentioned Ad-Hoc benchmarks compression
mechanism. This method significantly reduces
the resources required for the qualitative eval-
uation of large NLP models;

1https://paperswithcode.com/

• we conduct extensive analysis of the GLUE
(Wang et al., 2018a), SuperGLUE (Wang et al.,
2019), CLUE (Xu et al., 2020b), RussianSu-
perGLUE (Shavrina et al., 2020) using our ap-
proach.

• we suggest that further tasks that extend NLP
benchmarks are to be analyzed in terms of
Vygotsky distance to ensure that they signifi-
cantly differ from the existing NLP tasks.

2. Benchmarks Graph Representation

Each task has a sorted list of models according to
their score on a considered dataset. Thus we can
think about each task as a permutation of evaluated
models. As a result, we have a set of permutations
to work with. Let us define a natural weight func-
tion that evaluates the measure of similarity of two
permutations:

w(π, σ) = inv(π ◦ σ−1) (1)

where π and σ are two permutations of model
rankings, and inv is the function that calculates the
number of inversions in the permutation:

inv(π) = |{(i, j) : i < j, πi > πj}|

In short, w(π, σ) is the number of pairs of two mod-
els such that the first model is better than the sec-
ond one on the task corresponding to permutation
π, but the second model is better than the first one
on the task corresponding to permutation σ. Then
we can consider each task as the vertex of the com-
plete graph where for each pair of vertices (u, v)
there is an edge of weight w(u, v) scaled to [0, 1].
Thus we have an undirected weighted graph with
non-negative weights that comply with the triangle
inequality. The proof that w satisfies the conditions
of a metric space is in the Appendix A. We suggest
to call distance defined in Equation 1 Vygotsky dis-
tance.

Typically in NLP we use benchmark tasks to eval-
uate models, but how could one evaluate the sim-
ilarity of tasks themselves? It is intuitively clear
that formal comparison of datasets is futile. After
all, the similarity of datasets only matters in the
context of the current state of the art in the field at
large. Here we suggest a task similarity measure
that is based on the performance of the models
instead. This "learner-first" approach inspired us
to call the proposed similarity metric after a psy-
chologist Lev Vygotsky who introduced the notion
of the "zone of proximal development" (Vygotsky,
1978). It represents "the distance between the
actual development level as determined by inde-
pendent problem solving and the level of potential
development as determined through problem solv-
ing under adult guidance or in collaboration with

https://paperswithcode.com/
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Figure 1: Minimum Weight Spanning Tree of the GLUE benchmark.

Figure 2: Minimum Weight Spanning Tree of the SuperGLUE benchmark.

more capable peer" (Vygotsky, 1978). We suggest
to adopt this idea of a distance between tasks de-
fined in context of the learners relative performance
as a measure of task similarity and suggest a formal
definition for such distance.

Relying on the metric space property of the Vygot-
sky distance, one can further apply a broad range
of techniques for graph analysis (e.g., spectral clus-
tering or topological data analysis). These research
directions are out of the scope of this article. In-
stead, we focus on the practical aspects of the ob-
tained graph representations for NLP benchmarks.

Let us consider the minimum weight spanning
tree of the benchmark graph. This entity (MST)
has a series of useful properties that help us to
understand the structure of the benchmarks more
clearly:

• MST is a planar graph, and we can plot it on

the chart without edge intersections leading to
clear graphic representation;

• for each pair of vertices (u, v) there is a lower
bound of wl(u, v) which is equal to the maximal
weight of all edges on the path between u and
v in the tree (otherwise, we can replace edge
with the maximal weight on the path with an
edge (u, v) and get the tree with strictly less
total weight);

• for each pair of vertices (u, v) there is an upper
bound of wu(u, v) which is equal to the sum
of weights of all edges on the path between u
and v in the tree (according to the metric space
condition).

For better understanding, we address the reader
to Figures 1 – 2 (more MST plots can be found
in Appendix B). Let us consider an example of
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the edge between COLA and MNLIMM tasks of
the GLUE benchmark. This edge weights 0.11,
which is bigger than the maximum weight among
the edges on the path in the tree and smaller than
the sum of all the weights on the path equal to
0.09 + 0.08 + 0.08 + 0.04 = 0.29. As a result,
MST gives us a visual representation of the whole
benchmark, and we can easily estimate how far two
benchmarks are in terms of the models’ ranking on
them. Moreover, we can notice some meaning-
ful geometric properties, one of which is the so-
called convexity. Notice that we can select groups
of tasks in the benchmark which are close to each
other (e.g., WNLI, MNLIM, MNLIMM, QNLI) and
belong to the same problem type (e.g., Natural
Language Inference (NLI)). One sees convexity
in many benchmarks (see Appendix B). However,
there could be ’exceptional’ tasks (e.g., Recogniz-
ing Textual Entailment (RTE)) too far from their
groups. Reasonable research questions naturally
follow from this fact:

• How do we determine the type of tasks? Cur-
rently, the typology of NLP tasks is based on
the ’gut feeling’ of the authors that develop a
dataset. However, our method allows for a
more rigorous answer to this question. One
can either find the nearest group of already
existing tasks and assume that the new one is
of the same type, or if there is no such group,
one might, indeed, claim that the task is of a
novel type.

• Why are there tasks that are far from their
groups, and what distinguishes them from the
rest of the group? One can immediately see
some tasks that are classified as similar by the
researchers that proposed them yet turn far
apart in terms of the Vygotsky distance. For
example, Figure 1 shows that some tasks that
humans consider as NLI tasks could be fur-
ther apart from each other than from sentiment.
This means that some internal properties of
the tasks make them ’look’ different from the
models’ perspective. However, these differ-
ences are not evident to humans. Yet finding
these differences might be insightful for further
NLP research.

Another critical aspect of the proposed graph rep-
resentation of a benchmark is that further contribu-
tions naturally follow from it. Using this formalism,
we can easily describe which tasks are different
and which are not. Moreover, the above approach
gives rise to the idea that there are a lot of almost
identical tasks. Thus, one can select a smaller
subset of problems to be used in the qualitative
models’ evaluation benchmark. One could also
quantify the potential for the generalization abilities
of the model.

Figure 3: Distribution of benchmark sizes among
the entire "Papers With Code" database.

3. Benchmarks Compression

This section shows how the graph representations
of benchmarks described above open up new pos-
sibilities for a benchmark compression algorithm.

3.1. Benchmarks structure and
representations

Before further details regarding the compression
algorithm, we first formally describe the collected
data. Each task has the list of models’ evaluation
results, namely the list of records that contains the
name of the model (e.g., "BERT") and the set of
metrics (e.g., "accuracy" is equal to 0.95, "f1" is
equal to 0.88) computed on the evaluation part of
the dataset related to the task. We select groups
of tasks in such a way that the following conditions
are satisfied:

• There are at least C models that have been
tested on all the tasks in the group, where C is
the constant that depends on the benchmark
(on average, C ≈ 10).

• There is a real-valued metric that was used to
evaluate the models.

We process the entire "Papers With Code," in-
cluding all known areas in machine learning. As a
result, we collect 120 task groups of different sizes
distributed as shown in Figure 3. It turned out that
NLP is the broadest area in "Papers With Code"
after Computer Vision among 16 machine learning
fields and covers 23% of the database (Figure 4).
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Figure 4: Machine learning areas coverage distribution where the contribution of each field is calculated
as the total number of tasks.

Each group can be considered as the standalone
benchmark and analyzed independently. Each
benchmark is the table of real values which consists
of the nmodels rows, each of which corresponds to
the particular model, and ntasks columns, each of
which corresponds to the particular task (dataset)
in the benchmark. Let us call this table "the leader-
board" and denote as the M ∈ Rnmodels×ntasks ,
where Mi,j is the score of the i-th model on the
j-th task in the zero-based enumeration.

3.2. Compression Algorithm
There are (2ntasks − 2) ways to split the entire set
of tasks into two non-empty disjoint subsets: pub-
lic and private leaderboards. We are interested in
estimating the amount of information about the pri-
vate part contained in the public part. The explicit
calculation seems almost impossible, but we can
evaluate it implicitly. To do that, we formulate two
types of prediction problems:

• Models comparison. We have scores of two
particular models on the tasks which belong
to the public part. According to the average
model score, the problem is to predict which
of the two given models will be better on the
private leaderboard;

• Model’s score estimation. The problem is to
predict the exact model average score on the
private leaderboard, given information on the
public leaderboard.

One can solve both problems using existing clas-
sification and regression models. Fixing the num-
ber of tasks we are ready to use in a public part,
one can then find the best splitting with respect to
the prediction model accuracy. Alternatively, one

Figure 5: Example of splitting SuperGLUE into
public and private leaderboards. Cyan-colored
columns (BoolQ, COPA) belong to the public sub-
set, magenta-colored columns (CB, MultiRC) be-
long to the private subset.

can fix the accuracy threshold. Then one can find a
public leaderboard with a minimal number of tasks
allowing one to predict information about the private
leaderboard with the desired accuracy.

Models Comparison
First of all, we have to prepare the data for
classification. Suppose that we fix the pub-
lic Mpub ∈ Rnmodels×npublic

tasks and the private
Mpr ∈ Rnmodels×nprivate

tasks leaderboards (Fig-
ure 5). We can define the compression as the
npublic
tasks

/
ntasks. Let us denote the function:

pairs(A) = {(i, j)|i, j ∈ A and i < j}

Note that |pairs(A)| = Θ(|A|2). To avoid data leak-
age during evaluation, we split the entire set of
models (rows of the leaderboards) into two disjoint
subsets

Rtrain ⊔Rval = {0, 1, . . . , nmodels − 1}

Then we consider sets of pairs

Ptr = pairs(Rtrain), Pval = pairs(Rval)

Finally, we can construct the dataset for the clas-
sification problem in the following way:

Xtr = {concat(Mpub
i ,Mpub

j )|(i, j) ∈ Ptr}
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Figure 6: Distribution of a number of evaluated
models among all the NLP benchmarks in the entire
Papers With Code.

ytr =
{
⊮
[
avg(Mpr

i ) < avg(Mpr
j )

]
|(i, j) ∈ Ptr

}
where concat is the concatenation of two vec-
tors, avg is the mean value of the vector. Similarly,
Xval, yval are built. In this way, input data is the set
of vector concatenations among all possible pairs
of rows in the public leaderboard. Using this infor-
mation, the prediction model determines whether
the first model in the pair has a lower average score
than the second one on the private leaderboard,
which is a standard binary classification problem.

Model’s Score Estimation
Let us define the following sets:

Xtr = {Mpub
i |i ∈ Rtr}

ytr = {avg(Mpr
i )|i ∈ Rtr}

Xval = {Mpub
i |i ∈ Rval}

yval = {avg(Mpr
i )|i ∈ Rval}

In short, the input data is the set of public score
vectors, and the target data is the set of average
private scores. Notice that the datasets constructed
in this way are suitable for the standard regression
problem.

4. Experiments

4.1. Data
In our experiments, we use the data of GLUE, Su-
perGLUE, CLUE, RussianSuperGLUE, and all the
benchmarks in Papers With Code which belong to
the NLP field. The number of models which was
evaluated depends on the benchmark and is dis-
tributed as shown in Figure 6 and Table 1. For the
model’s score estimation, data were normalized

Benchmark nmodels

Papers With Code 3− 22
GLUE 193
SuperGLUE 34
RussianSuperGLUE 23
CLUE 12

Table 1: The number of models evaluated on the
benchmark.

so that all target scores are in [0, 1]. We have 30
benchmarks and about 2600 divisions on public and
private leaderboards for analysis.

4.2. Prediction Models
We use Support Vector Machine (SVM), Gaussian
Process Model (GP), and Multilayer Perceptron
(MLP) for both the classification and regressions
problems with default hyperparameters:

• SVM: standard support vector machine with
the radial basis function kernel and l2 regular-
ization with C = 1.

• GP: Gaussian process with the Laplace ap-
proximation of non-gaussian posterior with the
radial basis function kernel.

• MLP: neural network of depth 4 layers with
hidden size of 16 and ReLU activation function.
The model is trained using Adam optimizer
with a learning rate of 10−3 and batch size of
32 for 10 epochs.

4.3. Evaluation Metrics
We use accuracy, F1-score, precision, recall, and
ROC-AUC metrics for a classification problem. We
use MSE, RMSE, MAE, MAX-ERROR, and R2-
score metrics for a regression problem.

4.4. Results
First of all, we need to understand the best quality
of the prediction model we can get with the fixed
compression rate. To do that, let us turn to Fig-
ures 7a and 7b, which show the desired informa-
tion. We can see the 95% confidence interval of the
prediction models’ quality metric taken among all
the public leaderboards of a specific compression
rate among all considered benchmarks for each
compression rate. Notice that regardless of the
compression (except compression = 0.5), there is
a predictor that can compare models on the private
leaderboard according to the average score with
an accuracy of at least 80%. Similarly, we can see
a regressor that can predict an exact model’s score
on the private leaderboard with RMSE of at most
0.05. Also, we can notice interesting behavior of
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(a) Accuracy dependency

(b) RMSE dependency

Figure 7: Metric value 95% confidence interval in depend on the compression rate among all the public
subsets of all the benchmarks.

Model Classification Regression
acc F1 prec recall ROC-AUC MSE RMSE MAE MAX-ERR R2

SVM 0.74 0.70 0.64 0.83 0.71 0.33 0.20 0.26 0.61 0.41
GP 0.79 0.67 0.68 0.72 0.78 0.40 0.35 0.29 0.72 0.0
MLP 0.78 0.75 0.80 0.95 0.7 0.49 0.55 0.42 0.79 0.0

Table 2: Mean metric values of the prediction models for the best (according to the metric) benchmark
splitting into public and private leaderboards with compression of at most 40% among all the benchmarks.

the metric value dependency on the compression
rate. Graphs are almost symmetrical. In the case
of small compression, we do not have enough fea-
tures of the data samples, while in the case of high
compression, the number of features is too large
for a given size of training data. Both situations
lead to the predictors being under fitted. Thus, we
can declare that the optimal compression rate is
somewhere around 40%. We can use this threshold
to analyze the results from a different perspective.

Consider each benchmark separately and find
such a public leaderboard whose size is at most
40% of the total number of tasks, while a prediction
model (SVM, GP, or MLP) solves a classification or
regression problem using this public leaderboard
with the best quality. Collect the mean metric value
among all considered benchmarks. The best clas-
sification model is the MLP which gives us a predic-
tion accuracy of about 80%. On the other hand, the
best regression model is the SVM which predicts
the exact model’s score on the private leaderboard

with RMSE of 0.2. The results of this experiment
are shown in Table 2.

Finally, Figure 7b shows a vast number of sub-
sets on which SVR can estimate the exact score
with an error of at most 5%. Thus, the regression
problem is more difficult than expected; see Ta-
ble 2. At the same time, the models’ comparison
problem remains solvable in both approaches to
compression.

5. Discussion

Our approach has several theoretical and practical
implications.

First, in addition to the questions and hypothe-
ses set out in Sections 2 and 3, there is another
important observation for future research. The
proposed graph representation for the evaluation
benchmarks clearly emphasizes the areas that
need more research community attention. See,
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Figure 8: Minimum Weight Spanning Tree of the KILT benchmark.

for example, Figure 1. The "density" of the NLI
group is quite small. This suggests that there is
room for other NLI tasks and some other tasks that
might be adjacent to NLI, say, some other areas of
causal NLP. On the other hand, tasks that could be
classified as forms of PARAPHRASE are located
close to each other. The majority of paraphrase
datasets that we have are far too similar in terms of
Vygotsky distance. We either need some new para-
phrase task that is radically different from the ones
we have, or the whole problem of the paraphrase is
well "covered" by the available benchmarks. Either
way, the proposed graph representation is insightful
for further research.

Second, the proposed formalism could be used
for prioritization of the tasks in terms of the gen-
eralization potential of the models. For instance,
Figure 8 shows that SLOT-FILLING and FACT-
VERIFICATION tasks are almost identical to OPEN-
DOMAIN-QA. Indeed, if a model can answer the
open questions well, then there should be no prob-
lems with slot filling or checking a fact for its cor-
rectness. However, inside the group of OPEN-
DOMAIN-QA tasks, there are several datasets that
differ significantly from each other. This concludes
that question answering is, in some sense, a more
complex family of tasks, the score on which is more
important from the perspective of the generalization
potential of a model.

Finally, Vygotsky distance is useful for indus-
trial applications. The best modern practices rec-
ommend using continuous testing systems, which
means that after minimal changes in the project,
one needs to run tests. Thus validation directly
affects the product development time, which can
be significantly reduced by applying the presented
approach.

6. Conclusion

This paper presents a theoretical instrument for
evaluation systems analysis representing bench-
marks as undirected weighted graphs. We also in-
troduce a metric for benchmark task similarity that
we call Vygotsky distance. Using the proposed for-
malism, we demonstrate several meaningful prop-
erties of NLP benchmarks.

In particular, we develop an algorithm for bench-
mark compression. Our approach allows us to ana-
lyze all the NLP benchmarks such as GLUE, Super-
GLUE, CLUE, and RussianSuperGLUE and find out
that we can keep only 40% of the entire benchmark
in such a way that there exists a prediction model
which can estimate almost all remaining informa-
tion with an accuracy of at least 80% for Models
Comparison, and with an error of 5-20% for Exact
Models’ Score Estimating problem.

Finally, we discuss how the proposed metric of
benchmark similarity can help to guide the devel-
opment of new NLP benchmarks and improve gen-
eralization potential of the NLP models.

Limitations

For this research, we used Papers with Code. We
believe the results are reproducible with other sets
of benchmarks, but this has not been proved within
the paper. However we do not see any structural
difficulties that would hinder the application of the
proposed reasoning to different tasks.
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A. Metric Space Condition of
Benchmark Graph Representation

In Section 2 we define the edge weight function:

w(π, σ) = inv(π ◦ σ−1)

We have to prove that w satisfies the conditions
of a metric space.

The first condition is w(u, v) ≥ 0 and
w(u, v) = 0 ⇔ u = v (we assume that there are
no absolutely identical tasks in terms of evaulated
models permutation). The number of inversions is
a non-negative value and

w(u, u) = inv(u ◦ u−1) = inv(id) = 0

The second condition is a triangle inequality
w(x, y) ≤ w(x, z) + w(z, y). Notice that w(x, y) is
equal to the minimal number of swaps of two adja-
cent elements in a permutation needed to obtain
permutation y starting from the permutation x:

w(x, y) = nswaps(x, y)

• Notice that w(x, y) = inv(x ◦ y−1) =
|{(i, j) : xi < xj , yi > yj}|.

• Let us prove that w(x, y) ≤ nswaps(x, y). Con-
sider an optimal sequence of swapping two
adjacent elements for transforming x to y. No-
tice that each pair (i, j) such that xi < xj

and yi > yj should be fixed (both inequali-
ties have to be of the same type). Therefore,
there is a moment of time when this pair of
elements will be on the adjacent positions, be-
cause after each operation each element’s lo-
cation changes by at most one, and at least
one operation is required to fix the inversion.

• Let us prove that w(x, y) ≥ nswaps(x, y). As
long as x ̸= y there is i such that xi < xi+1

and yi > yi+1. We can swap xi and xi+1 de-
creasing w(x, y) by one. In such a way we can
obtain x from y by swapping two adjacent ele-
ments using exactly w(x, y) operations which
is an example, but probably not optimal. It
gives us an upper bound for nswaps(x, y).

We can obtain y from x by transforming x to z
and then z to y. As a result, we present an example
of swap sequence which allows us to obtain y from
x using no more than w(x, z) + w(z, y), but w(x, y)
is the minimal number of such swaps and we show
that it is at most w(x, z) + w(z, y).

B. Minimum Weight Spanning Trees
of NLP Benchmarks

https://openreview.net/forum?id=tW4QEInpni
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