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Abstract

Rhetorical figures play an important role in influencing readers and listeners. Some of these word constructs that

deviate from the usual language structure are known to be persuasive – antithesis is one of them. This figure

combines parallel phrases with opposite ideas or words to highlight a contradiction. By identifying this figure,

persuasive actors can be better identified. For this task, we create an annotated German dataset for antithesis

detection. The dataset consists of posts from a Telegram channel criticizing the COVID-19 politics in Germany.

Furthermore, we propose a three-block pipeline approach to detect the figure antithesis using large language

models. Our pipeline splits the text into phrases, identifies phrases with a syntactically parallel structure, and detects

if these parallel phrase pairs present opposing ideas by fine-tuning the German ELECTRA model, a state-of-the-art

deep learning model for the German language. Furthermore, we compare the results with multilingual BERT and

German BERT. Our novel approach outperforms the state-of-the-art methods (F1-score of 50.43 %) for antithesis

detection by achieving an F1-score of 65.11 %.
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1. Introduction

Computational treatment and detection of rhetori-

cal figures are tremendously promising but remain

an undeveloped area (Lawrence et al., 2017).

Rhetorical figures, e.g., metaphor, irony, or allit-

eration are a “departure from the normal usage”

of language (Fahnestock, 2002). For example,

metaphor is based on bridging concepts from two

domains, e.g., “he has a heart of gold” or “she has

eagle eyes.” However, the actual meaning is im-

plicit and can only be understood with sufficient

background or context knowledge. Due to this im-

plicit nature, efficient, automatic identification of

rhetorical figures can improve text-processing re-

sults. Including features of rhetorical figures en-

hances the performance of several natural lan-

guage processing (NLP) tasks. For example, the

performance of hate speech detection models is

improved when features of metaphors (Lemmens

et al., 2021) or irony and sarcasm (Frenda et al.,

2023) are included. Considering properties of fig-

ures of repetition improves text summarization (Al-

liheedi and Di Marco, 2014). To show how rhetori-

cal figures influence arguments in the field of argu-

ment mining, Mitrović et al. (2017) included char-

acteristics of metaphors and figures of repetition.

Investigating the occurrence of rhetorical figures

that are known to be polarizing or persuasive, e.g.,

the figure antithesis could greatly improve bias

detection, propaganda detection, and even fake

news detection.

Several challenges exist in the automatic de-

tection of rhetorical figures. We argue that the

following five obstacles should be addressed:

(1) Although rhetorical figures have been a sub-

ject of research for hundreds of years from a

linguistic perspective, their definitions are often

inconsistent (Gavidia et al., 2022). Formalizing

rhetorical figures is one approach to overcome

these inconsistencies. However, recent advances

in building such formal ontologies of rhetorical

figures (Mladenović and Mitrović, 2013; Harris

et al., 2017; Wang et al., 2021; Kühn et al.,

2022; Wang. et al., 2022) still leave room for

interpretation regarding the definitions. (2) Some

rhetorical figures are rarely used, and it is difficult

to find examples of them (Dubremetz and Nivre,

2015). (3) Existing research often focuses on the

detection, rarely considering the cognitive effects

of rhetorical figures (Mitrovic et al., 2020). There-

fore, the potential of a computational analysis of

rhetorical figures as a function of a deeper text

understanding often remains unrecognized. (4)

Only few annotated datasets of certain figures ex-

ist, and most of them only contain examples in the

English language. This leads to the next obstacle.

(5) As most of the language tools are limited to

the English language, the detection of rhetori-

cal figures in other languages is more challenging.

In this paper, we examine the figure antithesis that

is known for its persuasive effects.1 Fahnestock

(2002) dedicates a complete chapter of her book

“Rhetorical Figures in Science” to the figure an-

1Code is available here: https://github.com/
kuehnram/Pretrained_LM_Antithesis_Detection

https://github.com/kuehnram/Pretrained_LM_Antithesis_Detection
https://github.com/kuehnram/Pretrained_LM_Antithesis_Detection
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tithesis. The figure is described as “pleasing” and

“persuasive” and defined as a verbal structure that

places contrasted or opposed terms in parallel or

balanced phrases. Therefore, both the opposed

terms, as well as the parallel structure, are nec-

essary for the creation of an antithesis. Further-

more, not only opposed terms are allowed, but

also negating terms, e.g., “have” vs. “have not”.

However, other definitions state that contrasting

ideas (and not only contrasting words) also form

an antithesis, where a parallel structure is not

mandatory (McGuigan, 2011). In this paper, our

approach will be guided by the following defini-

tion of an antithesis: An antithesis requires both

syntactic parallelism (which does not have to be

perfectly strict, i.e., not perfectly repeating part-

of-speech (POS) tags) and opposing words or

ideas which are used to express polarity, tension,

or to emphasize contradictory facts.

An example of an antithesis is the following:

(1) [DET The] [ADJ . . . . . . . . .stronger] [V leads],

[DET the] [ADJ . . . . . . . .weaker] [V follows].

We have a syntactic parallelism in this example as

the POS tags show. The highlighted words form

in fact, a double antithesis by using two opposing

word pairs {. . . . . . . . . .stronger, . . . . . . . . .weaker} and {leads, follows}.

An extensive use of antithesis points out that the

writer tries to convince the readers, often inciting

them by showing contrasting sides. Obviously, the

writer favors one side of the antithesis over an-

other (Fahnestock, 2002). The usage of antithe-

ses can also reveal persuasive actors. Persuasion

per se is neither good nor bad, but readers should

be made aware of it to not fall for fake news or

populist ideologies.

Only few approaches exist that try to computa-

tionally detect antitheses (Lawrence et al., 2017;

Green and Crotts, 2020; Kühn et al., 2023). They

rely on rule-based algorithms that are not able

to capture semantic relations, opposed concepts,

ideas, or negation. In addition, these approaches

focus on the English language and cannot achieve

highmetrics regarding precision and recall with the

existing resources. Furthermore, they do not men-

tion if the split into phrases is done manually or

computationally. We want to fill this gap in the

field of rhetorical figure detection. Our detection

is based on a dataset from the messenger service

Telegram2 and translated examples from Green

and Crotts (2020). We are able to automatically

extract parallel phrases by relying on repeating

POS tags. We then fine-tune the German ELEC-

TRA (GELECTRA) model (Chan et al., 2020) on

our dataset to detect if the pair of phrases contains

a contradiction or not. In Section 5.3., we show

2https://telegram.org/

that fine-tuningGELECTRA outperforms bothmul-

tilingual BERT (mBERT) (Devlin et al., 2018) and

the original deepset German BERT (GBERT) lan-

guage models (Chan and Pietsch, 2019).

In this work, we are focusing on the German lan-

guage as most research in the field of NLP is

only directed towards the English language. How-

ever, it is “undesirable” that language technolo-

gies are only developed for one or two popular

languages (Bender, 2019). Rogers and Augen-

stein (2020) criticize that reviewers often consider

work in other languages than English as “narrow”.

Furthermore, they state that models in other lan-

guages are equally generalizable as those in En-

glish. There is even the assumption that English

models are less generalizable to certain domains,

e.g., because it is not a grammatically gendered

language (Ramesh et al., 2023). Søgaard (2022)

highlights that the focus on English models in NLP

in general and in conferences creates inequali-

ties. He suggests banning English language mod-

els completely for one year to reduce this imbal-

ance. This step seems to be too drastic, but we

want to contribute to reducing this imbalance and

therefore focus on the German language. Also,

our end-to-end pipeline is generalizable and appli-

cable to other languages. Antithesis is a figure that

can be easily translated into other languages if the

parallel structure can be maintained (Kühn et al.,

2023).

The contributions of this paper are listed in the fol-

lowing:

• We propose a new approach for the antithe-

sis detection task composed of three main

blocks: text splitting, syntactic parallelism de-

tection, and sentence-based contradiction de-

tection.

• We propose a dataset of annotated German

antitheses.

• As our detection algorithm focuses more on

semantics, we are able to capture both con-

trasting ideas and negation, besides contrast-

ing words.

• We test our proposed approach with vari-

ous experimental setups (e.g., augmentation

techniques) and different language models

(GELECTRA, GBERT, mBERT) for compar-

ison.

• To the best of our knowledge, our work is

the first work that introduces an end-to-end

pipeline with language models for antithesis

detection.

2. Related Work

Research of rhetorical figures mainly focuses on

the figure metaphor. Newer approaches fine-tune

https://telegram.org/
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pre-trained languagemodels (Liu et al., 2020; Choi

et al., 2021) for its detection. Pre-trained language

models also proved to be successful for the de-

tection of other figures, e.g., irony (Jiang et al.,

2021; Zhang and Abdul-Mageed, 2019). The de-

tection of less popular figures like chiasmus often

relies on rule-based approaches or classical ma-

chine learning techniques due to the lack of train-

ing data for deep learning methods (Dubremetz

and Nivre, 2017). Regarding the figure antithesis

in English texts, Lawrence et al. (2017) first split a

text into “constitutive dialogue units” and “associ-

ated propositional units”. After removing common

English stopwords, they used the Princeton Word-

Net (Fellbaum, 2010) to find antonyms that appear

in the other part of the unit.

Another approach from Green and Crotts (2020)

used the annotated antimetabole (rhetorical figure

with a repetition of words in reverse order) corpus

by Dubremetz and Nivre (2018) and extracted 120

antitheses out of it. For the detection, the authors

relied on the algorithm of Lawrence et al. (2017).

However, the relation of antonyms is defined more

loosely, as also synonyms of antonyms are con-

sidered. Both of those approaches are not able

to detect negative constructions (e.g., ask – ask

not). To the best of our knowledge, there has been

only one approach for antithesis detection in Ger-

man (Kühn et al., 2023), which is rule-based. The

authors used the translated dataset from Green

and Crotts (2020), and a dataset from Telegram of

a COVID-19 skeptic (Peter et al., 2022). They first

extracted parallel phrases based on POS tags and

then searched for a pair of antonyms in the par-

allel phrases. However, with this word-level com-

parison, they could not detect negations, opposing

ideas, or differentiate between homonyms (same

words with different senses).

To the best of our knowledge, no deep-learning-

based approach for antithesis detection in any lan-

guage has been proposed so far.

Another line of research close to antithesis de-

tection is contradiction detection. It plays an im-

portant role in our end-to-end pipeline for antithe-

sis detection in the German text. Most of the

available annotated datasets for the contradic-

tion detection task are in English: the Stanford

Natural Language Inference (SNLI) dataset (Bow-

man et al., 2015), the MultiNLI dataset (Williams

et al., 2017), and the XNLI dataset (Conneau

et al., 2018). Few works addressed this topic in

other languages, e.g., German, Spanish, and Per-

sian. A portion of the SNLI dataset was machine-

translated to the German language (Sifa et al.,

2019). The authors confirmed that the model built

using the German version of the SNLI dataset

and the model built using the English SNLI have

similar results. Contradiction detection mainly

uses either rule-based (Asmi and Ishaya, 2012;

Pham et al., 2013) or machine learning-based ap-

proaches (Sifa et al., 2019). Contradiction detec-

tion in Spanish texts was also performed with a

Spanish BERT model (Sepúlveda-Torres, 2021).

Wangs (2016) used an LSTM architecture for the

contradiction classification task. For contradiction

detection in German, Sifa et al. (2019) used an

RNN model.

Our antithesis detection pipeline can split text au-

tomatically into relevant phrases and identify both

opposing words and ideas in those phrases. In

Section 5.3., we show that our pipeline where the

GELECTRA is employed outperforms its counter-

parts where the GBERT and the mBERT are alter-

natively used.

3. Dataset and Annotation

We are interested in the persuasive use of antithe-

sis in the German language.

We use a dataset created by Peter et al. (2022)

who collected posts from German COVID-19

skeptics on the messenger platform Telegram.

The focus lies on the channel of Boris Reitschus-

ter, a German journalist who became popular in

the community of COVID-19 skeptics by criticizing

and questioning the measures of the German gov-

ernment during the pandemic. He gained many

followers and is considered to be a populist (Bed-

narz, 2020). Populists depict the world as a con-

struct where hardworking people suffer from a lazy

elite (Wodak, 2015; Müller, 2016). They often use

contrasting schemes such as “good” vs. “evil”, or

“citizens” vs. “elites” that resemble the contrasting

concepts of an antithesis. We assume that if it is

possible to reliably identify the figure antithesis in a

text, more information about the implicit message

of that text can be obtained, e.g., if the author is

a populist or persuasive. We are looking into the

presence of antitheses in the context of persua-

sive argumentation, where the channel owner tries

to convince readers that the German Corona strat-

egy is contradictory, and where he tries to diminish

the trust in politicians in general.

As antithesis is not a common rhetorical figure that

is often used, we also include translated examples

from the English antithesis dataset of Green and

Crotts (2020) to decrease the imbalance of pos-

itive (post containing an antithesis) and negative

(post without an antithesis) classes. To reduce the

load on the annotators, we decided to prefilter the

data by only extracting posts that contain parallel

phrases (see Section 4.1.). We believe that de-

tecting syntactic parallelism is suitable for a rule-

based approach. Only for the detection of con-

trasting words, concepts, or ideas, a deep learn-

ing approach is more likely to deliver satisfactory

results.



17313

Two human annotators annotate the dataset. One

is a linguistic expert and the other is a student with-

out deep linguistic expertise. We prepared a code-

book with annotation guidelines and explanations

of the figure antithesis that instructs the two anno-

tators. The annotators label each post with either

Antithesis (1/positive class) or No Antithesis
(0/negative class). For example, the post

(2) Die

The

schwächeren

weaker

Dinge

things

werden

are

wiederholt,

repeated,

die

the

stärkeren

stronger

Dinge

things

werden

are

unterdrückt,

suppressed,

[...].

[...].

The weaker things are repeated, the stron-

ger things are suppressed, [...].

is split into the parallel phrases “The weaker things

are repeated” and “the stronger things are sup-

pressed” and is annotated to be an Antithesis=1.
A counterexample is

(3) Man

You

kennt

know

sich,

each other,

man

you

braucht

need

sich,

each other,

[...].

[...].

You know each other, you need each other,

[...].

which actually has a parallel structure but no op-

posed words or ideas, therefore is labeled as

Antithesis=0.
We calculate the inter-annotator agreement with

Cohen’s Kappa on the dataset. In the first an-

notation round, we only achieve an agreement of

κ = 0.43. After a discussion between the two anno-
tators, we discovered that the student did not con-

sider phrases parallel if another non-parallel sen-

tence was in between. Furthermore, double an-

titheses and antitheses based on negation (e.g.,

do vs. do not) led to deviating labels. After a

second round of annotation, we achieve an agree-

ment of κ = 0.71. For the sentences where the an-
notators cannot agree, we select the label of the

linguistic expert as gold label.

Out of the 1248 dataset entries, only 126 contain

an antithesis (Antithesis=1). We present aug-

mentation techniques in Section 5.1. to handle

this imbalance. Data for antithesis is scarce as it

is the case for most rhetorical figures other than

metaphor. However, we take a first step to over-

come this limitation with our dataset.

4. Proposed Approach for Antithesis

Detection

In this section, we introduce our end-to-end

pipeline for antithesis detection. The pipeline is

composed of three blocks as illustrated in Figure 1.

As input example in the first block, we use the Ger-

man version of the well-known antithesis

(4) Der

The

Geist

spirit

ist

is

willig,

willing,

das

the

Fleisch

flesh

ist

is

schwach

weak.

The spirit is willing, the flesh is weak.

The first block shows how to split the text into

phrases based on POS tags. The second block il-

lustrates how to define the parallel structure, which

we will describe in more detail in the following Sec-

tion 4.1. In the third block, we check if there is

a contradiction between the parallel sentences by

fine-tuning the pre-trained GELECTRA model on

our pre-processed dataset. Details on the model

are described in Section 4.2. We built our pipeline

based on our definition from the Introduction in

Section 1. that requires both syntactic parallelism

and opposing words or ideas for antithesis.

4.1. Phrase Splitting and Parallelism
Detection

After data cleaning, i.e., removal of hashtags,

URLs, links, and smileys, we split each post into

phrases at the occurrence punctuation marks and

the words “und” (and) and “als” (as/when), as they

are often used as subordinate conjunctions in the

German language. We use the trained pipeline

de_dep_news_trf of spaCy to assign POS tags to

each word in the phrase, as this pipeline promises

the highest accuracy for POS tags (99%).3 SpaCy

is also available in other language and as our ap-

proach is language agnostic, only this pipeline has

to be replaced for other languages. One speci-

ficity of spaCy is that proper nouns are a subclass

of nouns but are labeled differently by spaCy, so

we replace all proper noun tags (PROPN) with noun
tags (NOUN) to make no differentiation.
If there are repeating POS tags in two phrases,

they are labeled as syntactically parallel. In most

cases, we do not demand strict parallelism, it de-

pends on the length of the phrase. First, we

only consider phrases that contain more than two

words. For phrases with three words, perfectly

repeating POS tags are required. For longer

phrases, we use a Levenshtein distance such that

the POS tags must match at least 75 % to be con-

sidered parallel. Based on a short manual inves-

tigation, this threshold seemed to be the best, but

it needs further evaluation in the future. If no par-

allelism can be achieved, stopwords are removed

and the process starts anew. If parallelism cannot

be achieved, we change the split point by remov-

ing quotation marks. If there is still no parallelism,

both stopwords and quotation marks are removed.

3https://spacy.io/models/de

https://spacy.io/models/de
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Figure 1: Antithesis Detection Scheme.

In this way, we can achieve that our dataset con-

sists only of posts with a parallel sentence struc-

ture and are, therefore, candidates to contain an

antithesis.

4.2. Antithesis detection

Transfer learning with pre-trained language mod-

els has been a successful technique to deal with

various NLP tasks (Han et al., 2021). Fine-tuning

these big models on downstream tasks when the

available task-specific data is limited is always ac-

curate. It is also performing well compared to train-

ing these huge architectures, e.g., BERT, from

scratch on a small dataset. In this work, we adopt

the same technique and we insist on the usage of

pre-trained language models for antithesis detec-

tion.

The ELECTRA language model (Clark et al.,

2020) has the same architecture as BERT (De-

vlin et al., 2018) but is pre-trained differently.

While BERT is pre-trained on Masked Language

Modeling (MLM) and Next Sentence Prediction,

ELECTRA is pre-trained on Replaced Token

Detection. The pre-training method of ELECTRA

is more efficient because, unlike BERT, the model

learns from all the input tokens (Clark et al.,

2020). Besides the original English version of

ELECTRA (Clark et al., 2020), there exists the

deepset German ELECTRA (GELECTRA) (Chan

et al., 2020) which is pre-trained on 163.5 GB of

German text from the German OSCAR corpus,

Wikipedia dumps of German, OPUS corpus, and

Open Legal Data.

Recently, fine-tuning pre-trained language mod-

els on downstream tasks, such as contradiction

detection, has achieved good results (Reimers

and Gurevych, 2019; Clark et al., 2020). Chan

et al. (2020) showed that GELECTRA outper-

formed both the GBERT and mBERT models

on multiple benchmark tasks like the GLUE

natural language understanding benchmark. For

our antithesis detection pipeline, we fine-tune

GELECTRAbase with 786 hidden units and 12

attention heads. We found out that GELECTRA

outperforms both Google’s mBERT and the

original deepset GBERT on our task, which we

show in Section 5.3.. We also explored both the

bi-encoder and the cross-encoder architectures

of the BERT and the ELECTRA models. The

cross-encoder architecture is more accurate in

the case of natural language inference (NLI)

classification (Reimers and Gurevych, 2019). The

running time for the cross-encoder is also much

lower compared to the bi-encoder version.

A classification layer is added on top of

GELECTRAbase to accommodate our task.

The model takes as input a pair of phrases

separated by a comma and outputs a binary label

i.e., Antithesis or No Antithesis. During the

training, we minimize the binary cross entropy

objective function L(θ).

L(θ) = −1/N(

N∑
i=1

yilog(pi) + (1− yi)log(1− pi))

where xi is an example in the data D, yi is the

label, and pi is the predicted probability that the

sample xi is of class ci presented by yi.

5. Experimental Setup and Results

This section presents the experimental setup, in-

cluding different augmentation techniques we ap-

plied to improve the results. In Section 5.2., we

present the achieved accuracy, recall, precision,

and F1-score. A comparison of different language

models on the same task is presented in Sec-

tion 5.3..

5.1. Experimental Setup

The input data for each parallel struc-

ture in this stage consists of the tuple
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(phrase1, phrase2, label) where the label de-

termines whether the structure is an Antithesis
or No Antithesis. The proposed approach

is tested using different experimental setups.

Similar to the work of Devlin et al. (2018); Reimers

and Gurevych (2019); Caselli et al. (2020),

the GELECTRAbase model is fine-tuned with an

Adam optimizer, and the learning rate, the number

of epochs, and the batch size are set to 0.00001,

4, and 16 respectively; 5-fold cross-validation is

used to report the performance metrics for all

experiments.

To handle the imbalance problem of our dataset,

the data is first randomly split into train (0.8 × total

examples) and test (0.2 × total examples), then

we apply the following techniques to the training

set:

• Using weighted cross entropy loss (WCEL)

during the model training. The weight of each

class is computed as following:

Wi = N/(CNi)

WhereN is the total number of samples in the

entire dataset. C is the number of classes in

the dataset, in our case 2. Ni is the number

of samples per class i.

• Applying the following augmentation tech-

niques (AUG):

– AUG1: Synonym replacement, for which

we use bert-base-multilingual-

uncased (Devlin et al., 2018) to replace a

subset of words by their synonyms.

– AUG2: Back translation, where the orig-

inal text is translated to Arabic and En-

glish, then back-translated to German. In

this work, for machine translation from

German to English and the inverse, we

use the Facebook WMT19 models (Ng

et al., 2019). For machine transla-

tion from German to Arabic and the in-

verse, we use opus-mt from Helsinki-

NLP (Tiedemann and Thottingal, 2020).

It is important to mention that, in this work, we did

not investigate which models are the best to per-

form the augmentation techniques. As we have

a non-balanced test set, we report the accuracy,

recall, precision, and binary F1-score.

For more clarity, the confusion matrices of the dif-

ferent variants are shown in Table 1. The recall

is informative in our case as it reflects how well

the model detects the positive class Antithesis.
The performance of the classifier on the positive

class is improving as we are applying different

techniques to handle the data imbalance prob-

lem. In the beginning, the classifier identified

Predicted

Antith. No Antith.

A
c
tu
a
l Antith. 66.32 33.68

No Antith. 4.16 95.84

GELECTRAbase

Predicted

Antith. No Antith.

A
c
tu
a
l Antith. 83.16 16.84

No Antith. 6.06 93.94

GELECTRAbase + WCEL

Predicted

Antith. No Antith.

A
c
tu
a
l Antith. 80.00 20.00

No Antith. 8.31 91.69

GELECTRAbase + AUG1 +

WCEL

Predicted

Antith. No Antith.

A
c
tu
a
l Antith. 81.05 18.95

No Antith. 6.06 93.94

GELECTRAbase + AUG2 +

WCEL

Predicted

Antith. No Antith.

A
c
tu
a
l Antith. 76.84 23.16

No Antith. 5.28 94.72

GELECTRAbase + AUG1 +

AUG2

Table 1: Confusion Matrices (all values in %).

only 66.32 % of the Antithesis examples with the

GELECTRAbase baseline setup fine-tuned on our

proposed pre-processed dataset. Using WCEL,

we achieve an improvement of 16.84% in correctly

detecting the Antithesis class compared to the

baseline setup. Applying AUG1 and AUG2 com-

bined helped to improve the results by 10.52 %

compared to the baseline.
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5.2. Results and Discussions

In Table 2, we note that the variant where we use

the baseline setup GELECTRAbase with WCEL

achieves the best result in terms of a combina-

tion of recall and precision, which results in an

F1-score of 65.11 %. In fact, 83.16 % of the an-

titheses examples are correctly identified by our

model. Our approach outperforms the state-of-

the-art rule-based approaches in antithesis detec-

tion by Green and Crotts (2020) and Kühn et al.

(2023).

By adding AUG1 (synonym replacement) or

AUG2 (back translation) on top of the setup of

GELECTRAbase +WCEL, the performance of the

model in terms of accuracy, recall, and precision

decreases. The results show also that in our case

back translation as a data augmentation technique

is more efficient than synonym replacement as it

resulted in a better performance in terms of the

three metrics. When we combine the two aug-

mentation techniques and add them on top of the

baseline, we obtain a better performance in terms

of an F1-score of 63.78 % compared to the base-

line where the F1-score is 61.28 %. The loss in

F1-score when adding AUG1 or AUG2 on top of

the setup GELECTRAbase + WCEL also proves

the limitations of the traditional data augmentation

techniques in NLP, where one word could com-

pletely change the semantic meaning of a whole

sentence. Thus, substituting words in the case of

synonym replacement may result in a completely

different sentence meaning. The same conclu-

sion is applied to the back translation technique

where the meaning could change after translating

the sentence to another language.

As shown in Table 2, the standard mean er-

ror is not marginal. This can be explained by

having a small number of positive examples i.e.,

Antithesis in the test set. Thus, even if there is

a difference of one example between two different

seeds, it results in a huge variation in the recall and

precision metrics. For example, in the experiment

where we combine both AUG techniques, we have

in the first seed 14 true positives (TP) and 5 false

negatives (FN), whereas in the second seed we

have 15 TP and 4 FN, which results in a standard

mean error of 2.64 % in terms of recall.

We also examined the Telegram posts in the

dataset that GELECTRA did not classify correctly.

In total, fifteen posts were misclassified, three

posts were predicted not to be an antithesis, and

twelve posts were predicted to be an antithesis

when in fact they are not. We found that in the

three posts where the model missed the antithe-

ses, the parallelism was not obvious. Further-

more, those posts contain abstract contradictory

ideas. One example is “In the past, the party stood

for the Bavarian way of life. Now they are destroy-

ing centuries-old traditions.”. The twelve posts that

were misclassified as antitheses all contain an ob-

vious parallel structure and/or repeating elements,

but semantically they are not contradictory, e.g.

“You know each other, you need each other.”, or

“Life will always be strange, life doesn’t have to be

convincing.”.

5.3. Comparison of GELECTRA, mBERT,
and GBERT

In this section, we replace the GELECTRA model

by the GBERT and the mBERT language models

in our end-to-end pipeline. In fact, instead of fine-

tuning the GELECTRA model for the contradic-

tion detection sub-task, we fine-tune the GBERT

model or the mBERT model. We evaluate our

pipeline using the three language models GBERT,

mBERT, and GELECTRA and compare them with

the best setup found in the previous experiments,

i.e., using WCEL, as it achieves the highest F1-

score. The accuracy, recall, precision, and F1-

score metrics are averaged among 5 seeds.

Table 3 shows that accuracy, recall, precision, and

F1-score of GELECTRA outperforms both GBERT

and mBERT on the antithesis detection task, al-

though GELECTRA has only 110 million param-

eters compared to the 172 million parameters of

mBERT, as shown in column Params. GELEC-

TRA identifies correctly 83.16 % of the Antithesis

examples. It also has the best accuracy and pre-

cision values with 93.12 % and 54.02 %, respec-

tively. mBERT achieves around 3.15 %, 0.64 %,

and 2.25 % improvement in recall, accuracy, and

precision, respectively compared to the original

deepset GBERT.

In future work, we will focus on further explor-

ing the GELECTRA pre-trained language model

to tackle new research directions in the German

language, e.g., Natural Language Inference and

Rhetorical Figure Detection.

6. Limitations

We are aware of points of criticism in our ap-

proach. As antitheses are scarce, our dataset is

not big enough to train a language model. This

problem is inherent to datasets of rhetorical figures

other than the popular figure metaphor. Due to this

limitation, we focused on fine-tuning pre-trained

language models. We made the first important

steps towards antithesis detection with deep learn-

ing models, and we showed the effectiveness of

our approach through the conducted experiments.

We want to encourage other researchers both to

investigate less known rhetorical figures and their

effects, and to try the models on domains where

only a few annotated datasets exist. For example,

antithesis is co-located with the figure parallelism.

Identifying parallelism also requires more atten-
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Experimental setup Accuracy (%) Recall (%) Precision (%) F1-score (%)

GELECTRAbase 93.60±0.66 66.32±4.27 57.56±4.21 61.28±3.46
GELECTRAbase + WCEL 93.12±0.74 83.16±1.05 54.02±3.48 65.11±2.26
GELECTRAbase + AUG1 + WCEL 90.80±0.55 80.00±1.05 44.51±1.71 57.08±1.25
GELECTRAbase + AUG2 + WCEL 93.12±0.38 81.05±1.28 52.68±2.02 63.76±1.54
GELECTRAbase + AUG1 + AUG2 93.36±0.27 76.84±2.10 54.69±1.58 63.78±1.03
Rule-based (Green and Crotts, 2020) – 38.4 41.1 39.70

Rule-Based (Kühn et al., 2023) 91.05 45.24 57.00 50.43

Table 2: Evaluation of our antithesis detection approach on our test data. Each setup is trained with 5

random seeds. We report the averaged accuracy, recall, and precision with the standard mean error.

WCEL = weighted cross entropy loss.

Model Accuracy (%) Recall (%) Precision (%) F1-score (%) Params (M)

GBERTbase 90.48±0.95 67.37±3.06 43.25±2.66 52.68±1.63 110

mBERTbase 91.12±0.93 70.52±3.15 45.25±3.50 55.13±3.03 172

GELECTRAbase 93.12±0.74 83.16±1.05 54.02±3.48 65.11±2.26 110

Table 3: Comparison between GBERTbase, mBERTbase , and GELECTRAbase. M refers to millions.

tion in the future. For our purposes, we consider

phrases to be parallel if they match at least 75 %.

This appeared to us as a reasonable threshold af-

ter a manual investigation. However, more experi-

ments are necessary on this topic. One could crit-

icize that we could have used further datasets of

COVID-19 skeptics that are available from Tele-

gram (Peter et al., 2022). However, this task in-

cluded a lot of manual effort for the annotation and

those resources are limited. In the future, we hope

that antithesis detection becomes a more popular

research area with an increased number of an-

notated datasets in different languages. We do

not consider our focus on the German language

a limitation, as we clearly stated in Section 1. that

our approach is generalizable for many other lan-

guages.

7. Conclusion and Future Work

In the presented work, we have made an im-

portant step towards deeper text understanding

and persuasive text identification. To the best of

our knowledge, this paper is the first end-to-end

pipeline that uses pre-trained language models for

antithesis detection. We focused on the German

language, but our approach is also generalizable

and applicable to other languages. We evaluated

the performance of German ELECTRA and con-

ducted further experiments with different augmen-

tation techniques. The results prove the effective-

ness of our approach as 83.16 % of the antithesis

examples are correctly detected, thus outperform-

ing existing antithesis detection approaches that

are rule-based. In the future, we want to enlarge

the existing dataset. With more annotated data,

we will be able to retrain our model, increasing

further its performance. Moreover, future work in-

cludes evaluating the proposed approach on other

languages, such as English or French. In addition,

we think that the study of the figure antithesis and

its role in convincing the audience could also be

interesting for other research disciplines, such as

sociology or politics. Furthermore, wewill continue

to investigate other rhetorical figures, for example

parallelism, which is part of every antithesis.

Ethics Statement
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