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Abstract
Massively multilingual models can process text in several languages relying on a shared set of parameters; however,
little is known about the encoding of multilingual information in single network units. In this work, we study how two
semantic variables, namely valence and arousal, are processed in the latent dimensions of mBERT and XLM-R
across 13 languages. We report a significant cross-lingual overlap in the individual neurons processing affective
information, which is more pronounced when considering XLM-R vis-à-vis mBERT. Furthermore, we uncover a
positive relationship between cross-lingual alignment and performance, where the languages that rely more heavily
on a shared cross-lingual neural substrate achieve higher performance scores in semantic encoding.
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1. Introduction

Recently, NLP research has seen a rapid surge
of massively multilingual models (MMMs) such as
mBERT (Devlin et al., 2019), XLM (Lample and
Conneau, 2019), XLM-R (Conneau et al., 2020a),
XGLM (Lin et al., 2021), BLOOM (Scao et al., 2022),
and mGPT (Shliazhko et al., 2022). MMMs are
usually derived from monolingual models based on
the Transformer architecture (Vaswani et al., 2017),
trained with a (masked) language modelling ob-
jective on non-aligned multilingual text in several
languages (up to 104 in mBERT), without being
exposed to any cross-lingual signal during train-
ing. MMMs reach impressive performance levels in
zero-shot cross-lingual transfer, enabling the train-
ing of a model on supervised data in a source lan-
guage and its application to a different target lan-
guage, with no additional training. Crucially, cross-
lingual transfer has been documented across a
range of languages and tasks (Pires et al., 2019;
Wu and Dredze, 2019; Dufter and Schütze, 2020;
Liu et al., 2020; Lauscher et al., 2020; Winata et al.,
2022; see Doddapaneni et al., 2021 for a review),
even when source and target language share very
few (Karthikeyan et al., 2020) or no (Karthikeyan
et al., 2019; Conneau et al., 2020b) items in their
vocabulary.

From a practical perspective, MMMs show sev-
eral desirable properties: they require less resource
and maintenance with respect to multiple mono-
lingual models (Dufter and Schütze, 2020), and
provide reasonably good representations for low-
resource languages, for which it would be impossi-
ble to construct well-performing monolingual mod-
els due to data scarcity. From a theoretical perspec-
tive, MMMs open the way for a promising research
question: Is it possible to develop an interlingua
from text data alone, where both syntactic and se-

mantic representations are encoded in a shared
format across languages?

2. Related work

A rather limited body of findings is contributing
to the question of whether MMMs develop cross-
lingual internal representations, showing that repre-
sentational similarity between matching sentences
in different languages increases in the intermedi-
ate layers of the networks (Del and Fishel, 2021;
Muller et al., 2021, but see Singh et al., 2019). Sim-
ilar conclusions have been reached with different
approaches, such as employing the network’s in-
termediate subspaces to perform machine trans-
lation (Pires et al., 2019; Libovický et al., 2020),
word alignment (Libovický et al., 2020), or to recon-
struct cross-lingual syntactic trees (Chi et al., 2020).
These studies, however, considered layer-wise rep-
resentations as a whole, overlooking the role played
by the individual neural units in the embeddings.
There have been, however, other research efforts
with a greater degree of granularity, which analyzed
the cross-lingual consistency in the individual units
processing linguistic properties in MMMs. In a fine-
grained neuron-level study, Antverg and Belinkov
(2021) reported that mBERT and XLM-R encode
morphosyntactic features such as number, tense,
and gender in an overlapping set of dimensions
across languages (see also Stanczak et al., 2022).
Similar results were obtained in a strictly syntactic
probing setting, showing that the processes under-
pinning number agreement computations across
languages could be ascribed to an overlapping set
of latent dimensions in the structural embeddings
of the models (de Varda and Marelli, 2023).

While most of the experiments centered at
the layer-wise representational level considered
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sentence representations as a whole, conflating
semantic and syntactic properties (Singh et al.,
2019; Del and Fishel, 2021), the more fine-grained
neuron-level studies focused on morphological and
syntactic features (Antverg and Belinkov, 2021;
Stanczak et al., 2022). Thus, to our knowledge,
no study has studied whether MMMs respond to
purely semantic features in the same neural units
across languages. This leaves the broad question
of this study – i.e., whether MMMs develop an inter-
lingua from text data alone – partially unanswered.

3. Aims

In this paper, we investigate the processes that sup-
port the generation of lexical meaning representa-
tions in mBERT and XLM-R across 13 languages.
Instead of considering lexical representations as a
whole, we increase the experimental control over
our analyses by focusing on two specific lexical
semantic features related to the emotional content
of a word. The emotional connotation of a word
plays a fundamental role in its processing, influenc-
ing recognition times (Kousta et al., 2009; Larsen
et al., 2006), neurophysiological responses (Kissler
et al., 2007; Kuchinke et al., 2005; Citron, 2012),
and bodily responses such as facial muscular ac-
tivity and heartbeat (Vergallito et al., 2019). The
paramount importance of affective information in
language processing is well motivated from an evo-
lutionary perspective, given that emotion process-
ing relies upon a phylogenetically ancient system
aimed at survival (see for instance Van Berkum,
2010). Given the broad recognition of the foun-
dational role played by emotion-related informa-
tion in language, we considered affective content
as a natural candidate feature that should be en-
coded in a consistent way in the MMMs parameters.
The emotional content of a word (Kuperman et al.,
2014) and emotions in general (Russell, 2003; Rus-
sell and Barrett, 1999) are typically operationalized
along two axes, namely valence and arousal1. The
former dimension reflects the degree to which a
word is pleasant (e.g. friendship) or unpleasant
(nausea), whereas the latter indicates the extent
to which it is calming (slumber) or exciting (fight)2.
In this study, we tested whether semantic knowl-
edge about the affective properties of a word spon-

1A third semantic dimension, dominance, is some-
times considered when operationalizing emotional con-
tent. However, we did not include it in our analyses due
to data scarcity, since many of the affective norms we
employed in our study did not include it.

2These two dimensions are theoretically orthogonal
(Carver and Scheier, 1990; Feldman Barrett and Russell,
1998), although different accounts of their empirical rela-
tionship have been proposed (see Kuppens et al., 2013,
for an overview).

taneously emerged in the networks we consider.
We approached the analysis with an atomistic per-
spective, aimed at identifying sub-layer clusters of
neurons that are associated with the two affective
variables we study. With respect to this first objec-
tive, Radford et al. (2017) have provided evidence
that a single neuron in a multiplicative LSTM-based
language model spontaneously learned to respond
to sentiment and affective content, exemplifying a
case of symbol emergence. The authors took this
result as an indication that sentiment might serve as
a high-level conditioning feature with strong predic-
tive capability for language modelling. This obser-
vation, in conjunction with the psychological and
neuroscientific evidence presented above, hints
at the possibility that affective dimensions might
be suitable candidate features to be considered in
the search for an interlingua in MMMs. This ratio-
nale motivated the second objective of our study,
namely the assessment of the cross-lingual con-
gruence in the processing of affective information
in MMMs. If single units encode emotional informa-
tion in multilingual transformer models as they do in
monolingual mLSTMs, are the units involved in this
process coherent across languages? In this paper,
we tested whether the encoding of these lexical
properties taxed the same components within the
networks’ layers.

4. Methods and materials

In this study, we trained different probes on the
mBERT (Devlin et al., 2019) and XLM-R (Conneau
et al., 2020a) representations to predict a lexical
affective variable (valence and arousal) from the
internal activation of the models across a sample
of 13 languages. We then employed the learned
weights of the probes to evaluate the relevance of
the networks’ individual units in encoding the af-
fective variable, and ultimately assessed the cross-
lingual consistency of such encoding.

The code is publicly available on GitHub3.

4.1. Data
We considered all the human-annotated affective
norms available at the time of writing, except for
the Finnish norms released by Eilola and Havelka
(2010), which only include ratings for 210 items.
Our language sample is summarized in Table 1; it
includes 13 languages, covering 4 language fam-
ilies and 3 scripts (Latin in all cases but Greek
and Chinese). For each word in our datasets, we
scraped the Wikipedia data of the corresponding
language to search for 15 sentences that contained
that word. We chose not to present the models with

3https://github.com/Andrea-de-Varda/
affective-interlingua

https://github.com/Andrea-de-Varda/affective-interlingua
https://github.com/Andrea-de-Varda/affective-interlingua
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Figure 1: Graphical summary of the experimental pipeline. First, we extract the network activation in
response to a contextualized target word (1a). Then, we train a linear probe to predict the value of the
affective variable (either valence or arousal) from the network activation (1b). We employ the absolute
weights of the probe to sort the network units according to their relevance in detecting valence and arousal,
and truncate the ranks at the 100th position (1c). Lastly, we assess the cross-lingual overlap in the neural
units encoding affective information (1d).

Authors Language Family Items Raters
Montefinese et al. (2013) Italian ine 1,121 684
Warriner et al. (2013) English ine 13,915 1,827
Moors et al. (2013) Dutch ine 4,300 224
Redondo et al. (2007) Spanish ine 1,034 720
Imbir (2016) Polish ine 4,900 400
Ćoso et al. (2019) Croatian ine 3,022 933
Monnier and Syssau (2014) French ine 1,031 469
Palogiannidi et al. (2016) Greek ine 1,034 105
Schmidtke et al. (2014) German ine 1,003 65
Soares et al. (2011) Portuguese ine 1,034 958
Kapucu et al. (2021) Turkish trk 2,031 1,527
Yao et al. (2017) Chinese sit 1,100 960
Sianipar et al. (2016) Indonesian map 1,402 1,490

Table 1: Affective norms. The language family is
indicated with the respective ISO 639-5 code (ine:
Indoeuropean; trk: Turkic; sit: Sino-Tibetan; map:
Austronesian).

single words without context since single words
are an unnatural input to the pre-trained encoders,
which rarely encountered them in isolation (Bom-
masani et al., 2020). In order to license meaningful
comparisons across languages, all the data were
downsampled to match the smallest dataset avail-
able, i.e., the Greek norms, for which we were able

to find 15 sentences from Wikipedia data only for
520 words (7,800 sentences). Since the psycholin-
guistic norms were evaluated on different Likert
scales, we min-max normalized them before train-
ing the probes.

4.2. Models
We carried out our analyses employing the original
releases of mBERT and XLM-R. The networks were
employed as out-of-the-box masked language mod-
els and did not undergo any fine-tuning or adapta-
tion process. In particular, we relied on mBERTBASE
(cased) and on XLM-RBASE. The two models have
a similar configuration (L = 12, H = 768, A = 12),
but while mBERT is jointly trained with a masked
language modeling (MLM) and a next sentence pre-
diction (NSP) objective, XLM-R is optimized only
for MLM on more training data. We did not mask
any words throughout this work.

4.3. Methods
Our procedure is divided into four steps (see Figure
1), described in the following subsections.



15913

4.3.1. Extracting activations

As a first step, we extracted the internal activation
of the networks in response to the contextualized
presentation of each word in our dataset (Figure
1a). In the case of multi-token words, we aver-
aged the network activation for the various tokens,
following Dalvi et al. (2019a). We standardized unit-
wise the activation matrix, so that the activations of
each neuron across sentences had x = 0 and s = 1.
Standardization was performed to favor the inter-
pretability of the probe, so that the learned weights
were not affected by the activation variance.

4.3.2. Training the probe

In a subsequent step, we trained language-specific
linear probes to predict arousal and valence values
from the internal activation of the networks in re-
sponse to the target token (Figure 1b). The probes
were trained independently in each language, and
there was no inherent bias towards learning cross-
lingual patterns. Probing studies tend to consider
categorical labels as outputs, and thus are gener-
ally based on probing classifiers (see for instance
Belinkov et al., 2017; Dalvi et al., 2019a; Pires et al.,
2019). However, since the affective variables we
consider in this article are continuous in nature, we
adopted a linear regression approach. The probes
were trained with mean squared error loss and elas-
tic net regularisation as additional loss term (Zou
and Hastie, 2005), with λ1 = λ2 = 0.001. The
probes were thus trained to minimize the following
loss function:

Lθ =
1

m

m∑
i=1

(y − ŷ)2 + λ1

n∑
j=1

|wj |+ λ2

n∑
j=1

w2
j (1)

Where m is the number of observations and n
the number of weights in θ. The terms λ1

∑n
j=1 |wj |

and λ2

∑n
j=1 w

2
j correspond to L1 and L2 regular-

ization, respectively. Their combination in elastic-
net regularization balances the tendencies to iden-
tify few localized features (L1 in Lasso regression)
versus distributed neurons (L2 in Ridge regression;
Durrani et al., 2020). The probes were trained and
tested on two subsets of the original data (80%
train, N = 6,240; 20% test, N = 1,560). The training
was performed with the NeuroX toolkit (Dalvi et al.,
2019b), a Python package to perform interpreta-
tion and analysis of deep neural networks. In this
step, we also identified the layers that displayed
the strongest response to the affective variables
we considered to restrict the following analyses to
a relevant population of neural units4.

4Note that if we had not restricted our analyses to a
pre-specified layer, our estimates of cross-lingual overlap
might have been overestimated, since similar processes

4.3.3. Ranking neurons

The learned weights of the probe associated with
the relevant layer were then employed to rank the
neurons with respect to the task as a measure of the
relevance of the corresponding units with respect to
the linguistic property being investigated (namely,
the semantic notions of valence and arousal). More
precisely, neurons were ranked according to their
absolute weight. The 100 units5 with the highest
absolute weight were independently selected for
each language and affective variable (Figure 1c).

4.3.4. Testing intersections

Once the neuron ranking was obtained, we em-
pirically assessed the cross-lingual overlap of the
sets of neurons responding to valence and arousal
across languages in the pre-specified layer (Fig-
ure 1d). The Fold Enrichment (FE, i.e., the ratio
between observed and expected overlap) and the
statistical significance of the resulting intersections
were calculated with the super exact test (Wang
et al., 2015), a procedure for computing the distri-
butions of multi-set intersections6. We considered
the cross-lingual unit-level converge of information
as quantified by the super-exact test as our opera-
tional definition of the theoretical construct of the
interlingua.

5. Results

We hereby report the results obtained by the linear
probes in each of the 13 languages considered in
this study. As can be seen in Figure 2, the per-
formance of the probes tends to be higher with
XLM-R (Figures 2c, 2d) than with mBERT (Figures
2a, 2b), and when considering valence (Figures

with similar degrees of abstraction are likely to be pro-
cessed in certain layers of the networks (e.g. semantic
features in deeper layers, see Jawahar et al., 2019).

5We considered 100 units as Antverg and Belinkov
(2021) and de Varda and Marelli (2023).

6The super exact test computes the probability of ob-
taining a number of elements that overlap between two or
more sets (i.e. intersection size) that is equal to or higher
than the one observed. This probability (one-tailed) in
binary intersections can be calculated by integrating over
a hypergeometric function from the observed value to
the maximum possible overlap size. The super exact
test extends this analysis to multi-set intersections; how-
ever, since an analogous calculation of the probabilities
of multi-set intersections would involve integrations over
all possible hierarchical intersections across all the sets
(thus with exponential growth of the operations), the su-
per exact test optimizes the procedure through a forward
algorithm which produces the same results with oper-
ation complexity O(m2), where m is the smallest set
size.
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(a) mBERT, valence (b) mBERT, arousal

(c) XLM-R, valence (d) XLM-R, arousal

Figure 2: Whole-network-based probe perfor-
mances divided by model, affective variable, and
language.

2a, 2c) compared to arousal (Figures 2b, 2d). Non-
Indoeuropean languages – in particular Chinese
and Turkish – and languages written in non-Latin
script – Greek and Chinese – tend to be associated
with lower performance levels.

The results of our layer-wise probes are summa-
rized in Figure 3. The peak performance, measured
as the Pearson correlation between probe predic-
tions and target affective ratings, is reached across
model types in the intermediate layers of the net-
works. More precisely, the highest performance
scores are obtained in layer 7 by mBERT both in
the case of valence and arousal and in the layers
[[5, 6]] by XLM-R for valence and arousal, respec-
tively. We also note that a second local maximum
seems to be obtained in the deepest layers, and in
particular in layer 11, across model types. Regard-
ing model and measure differences, the layer-wise
trends reveal higher performance scores for XLM-R
with respect to mBERT and when employing va-
lence as the dependent variable as opposed to
arousal.

In light of the layer-wise patterns identified above,
we restricted our multi-set intersection analyses to
layer 7 for mBERT and layers [[5, 6]] for XLM-R. The
pairwise intersection patterns document a general
overrepresentation of units in the set intersections
relative to what would be expected by chance7. In
the case of mBERT, out of C(13, 2) = 78 combi-
nations, 62 have more units than what would be
expected assuming independence (79.49%), both
when considering arousal and valence. This over-
representation is significant with p < .05 in 13 cases

7Note that the expected intersection size (i.e. FE = 1)
under the assumption of independence is 13.02.

when considering valence (16.67%) and 16 when
considering arousal (20.51%). Overall, affective in-
formation displays a greater degree of cross-lingual
convergence when considering XLM-R. The over-
lap in valence-responding units has FE > 1 in 77
combinations (98.71%), and the overlap in arousal-
sensitive neurons has FE > 1 in all 78 pairs; in the
case of valence, the results are significant with p
< .05 in 66 cases (84.62%), while in the case of
valence the number raises up to 74 (94.87%).

While we cannot comment exhaustively all the
N2 . . . 13-way intersections, we report the highest
degree intersections obtained for each combination
of model and affective variable. Four neurons in
mBERT occupied a position in the top 100 units
responding to arousal in 7 languages, i.e. (1) Id8

∩ It ∩ Pt ∩ Hr ∩ Es ∩ Pl ∩ Tr; (2) En ∩ Pt ∩ Fr ∩
Hr ∩ Zh ∩ Es ∩ Pl; (3) En ∩ Nl ∩ Fr ∩ Hr ∩ Zh
∩ Es ∩ El; (4) Id ∩ En ∩ It ∩ Nl ∩ Pt ∩ Es ∩ De
(FE = 2,051.95, p = 0.0004). When considering
arousal, a singleton eighth-degree intersection was
found in Pt ∩ Id ∩ El ∩ Hr ∩ Tr ∩ Pl ∩ It ∩ En (FE =
15,758.99, p = 6.34 · 10-5). When considering the
XLM-R model, we found two neurons involved in
processing valence in 11 languages (Pt ∩ De ∩ Nl
∩ Id ∩ El ∩ Tr ∩ Hr ∩ Zh ∩ Es ∩ En ∩ It; Pt ∩ De
∩ Nl ∩ Fr ∩ Id ∩ El ∩ Hr ∩ Zh ∩ Pl ∩ Es ∩ It, with
FE = 7,138,586, p = 1.40 · 10-7), and one neuron
involved in processing arousal in 10 languages (Pt
∩ De ∩ Nl ∩ Fr ∩ Id ∩ Tr ∩ Hr ∩ Pl ∩ Es ∩ It, FE
= 929,503.4, p = 1.08 · 10-6). In summary, we
found several neurons responding to valence and
arousal in most of the languages considered in
the study; the language coverage of those units
was generally bigger when considering XLM-R as
opposed to mBERT, in accordance with what we
found with the pairwise intersection analyses.

6. Generalization to an unseen
language

In §5, we identified some units that encoded af-
fective information across several languages (up
to 11 in XLM-R). We considered those units as
the implementational substrate that performs af-
fective semantic computations across languages.
In this section, we studied whether their individual
activation patterns alone were sufficient to encode
a significant amount of affective information. To
increase the generalizability of our findings and
further assess the cross-lingual generalizations of

8To increase readability, the set of the top 100 units
selected for a given language is reported with the ISO
639-1 code of that language (Italian: It, Spanish: Es,
Greek: El, Dutch: Nl, French: Fr, Turkish: Tr, German:
De, English: En, Chinese: Zh, Polish: Pl, Croatian: Hr,
Indonesian: Id, Portuguese: Pt).
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(a) mBERT, valence (b) mBERT, arousal (c) XLM-R, valence (d) XLM-R, arousal

Figure 3: Layer-wise results of the linear probes for each language, divided by model (XLM-R and mBERT)
and affective variable (valence, arousal). The layer 0 includes the embedding layer representations. The
layer-wise scores are fit as 8th degree polynomials for readability purposes. The thick black/gray line
indicates the scores averaged across languages (without polynomial fit).

those units, we tested the units in Finnish, a lan-
guage that did not concur in the unit selection pro-
cess. Note that Finnish belongs to the Uralic lan-
guage family, and thus is typologically distant from
all the languages considered in the previous experi-
ments and on which the unit selection process was
based (see Table 1).

The Finnish dataset comprised 210 words (Eilola
and Havelka, 2010); following the same procedure
as in §4.1, we searched for 15 sentences for each
word in the Finnish Wikipedia; only 123 words had
a sufficient number of occurrences, resulting in a
corpus of 1,845 sentences. We then employed
the output of each of the neurons identified in §5
taken singularly as a predictor in a linear regression
model, with Eilola and Havelka’s affective norms
as dependent variables. As an additional baseline
beyond chance level, we also randomly sampled
100 neural units from the corresponding layers in
the two models (layer 7 for mBERT, and layers 5
and 6 for XLM-R), and compared their results with
the ones obtained by the target neurons.

The results of the single-unit analyses in Finnish
are summarized in Table 2. Overall, the units sin-
gled out in §5 were able to significantly predict
arousal and valence values in Finnish in the major-
ity of the cases (75%, i.e., six out of eight neurons),
and to do so better than the randomized baseline
(62.5%). A notable exception to this trend are the
units u5665 and u6077 in the case of mBERT, and
u4313 in the case of XLM-R, which perform worse
than randomly sampled units from the same layers.
Predictably, the stronger results were obtained from
the units that had been identified in higher-degree
intersections (u4324 and u4747), and thus were en-
coding semantic content in more languages. These
results show that some of the neural units that were
responsible for encoding valence and arousal in
a set of languages can successfully capture the
same properties in Finnish, a different language
that did not concur in the unit selection.

While the units identified in §5 outperformed the
randomized baseline in most of the cases, it should

Target Baseline

Model Var ui B̂ t p B̂b tb pb
mBERT v 6078 -0.027 -4.066 <.001 0.021 3.222 <.001
mBERT v 5665 -0.001 -0.111 0.911 0.021 3.222 <.001
mBERT v 6077 -0.002 -0.268 0.789 0.021 3.222 <.001
mBERT v 5685 0.028 4.189 <.001 0.021 3.222 <.001
mBERT a 6038 -0.045 -6.733 <.001 0.030 4.417 <.001
XLM-R v 4324 0.076 11.881 <.001 0.030 4.538 <.001
XLM-R v 4313 0.015 2.175 0.030 0.030 4.538 <.001
XLM-R a 4747 0.083 12.780 <.001 0.031 4.649 <.001

Table 2: Results of the single neurons ui identified
in §5 on the Finnish dataset grouped by model and
affective variable (Var). The results of the target
neurons (B̂, t, p) are paired with a baseline that
averages the results obtained from 100 randomly
sampled units (B̂b, tb, pb).

be noted that, on average, the network units of
the relevant layers achieve above-chance perfor-
mance in the regression. This suggests that while
some units have a preferential association with spe-
cific semantic content, the computation of affec-
tive meaning is not bounded to a small cluster of
specialized units, but is instead processed with
redundancy across the intermediate layers of the
networks.

7. Cross-lingual overlap and
performance

In a second follow-up study, we inspected the rela-
tionship between the cross-lingual alignment of the
representational subspace occupied by a language
in a model and the model performance in that lan-
guage. Theoretically, two opposite patterns may
link representational quality and alignment. First, if
the cross-lingual encoding in a multilingual network
is driven by competition for the finite parameter
space (Dufter and Schütze, 2020), one may expect
that high-resource languages, being largely repre-
sented in the training data, would occupy larger
language-specific subspaces. Consequently, low-
resource languages would tax more strongly the



15916

language-neutral components of the network, un-
able to seize exclusive network subspaces. Alterna-
tively, if cross-lingual alignment is not a by-product
of compression but rather an inherent tendency
in multilingual representation learning, we would
expect performance to be directly proportional to
cross-lingual alignment. To test these hypotheses,
we defined a metric of cross-lingual alignment of a
language li as the mean pairwise overlap (MPO)
of the intersection with all the other l ∈ L \ {li}
languages (see Eq. 2).

MPO(li) =
1

n− 1

n−1∑
l∈L\{li}

| l ∩ li | (2)

Where n is the number of L languages. We then
employed the MPO measure to predict the perfor-
mance obtained in encoding the affective variables
in each language, defined once again as the Pear-
son correlation coefficient between predictions and
target affective values obtained by the probes in
§5. Our choice to measure performance using the
Pearson scores from the probes (thus, focusing
specifically on encoding valence and arousal) was
deliberate: since our primary goal was to exam-
ine the overlap in how models encode these se-
mantic dimensions, we chose a measure reflecting
the encoding of such dimensions, rather than a
more general language model performance met-
ric. To account for the hierarchical nature of the
data, where observations are grouped by language,
model type (mBERT and XLM-R) and output vari-
able (valence and arousal), we fit a linear mixed-
effects regression with uncorrelated random slopes
and intercepts for model type and output variable,
and random intercepts for languages. We found
a significant, positive relationship between cross-
lingual alignment and performance (B̂ = 0.0188, SE
= 0.0047, t = 4.033, p = 0.012), which we repre-
sented graphically in Figure 4. This result empiri-
cally supports the idea that representational quality
is positively associated with MPO, challenging the
competitive account of cross-lingual alignment.

8. Discussion

Our analyses showed signs of cross-lingual con-
sistency in the encoding of affective semantic vari-
ables, both in terms of layer-wise flow of informa-
tion and within-layer organization. At the layer level,
affective information peaked in the intermediate lay-
ers of the networks in most languages, with a sec-
ond local maximum in layer 11. From a neuron-level
perspective, emotional information tended to con-
verge towards the same units within a layer across
languages. Most pairwise intersections showed an
overrepresentation with respect to their expected
size assuming independence, and some individ-

Figure 4: Relationship between mean pairwise in-
tersection size and model performance, expressed
as the Pearson correlation coefficient between pre-
dictions and targets.

ual network units were implicated in affective con-
tent processing in several languages (up to 11),
showing that multilingual training is indeed suffi-
cient to develop a relative interlingua. Interestingly,
by simply processing non-aligned text in several
languages, mBERT and XLM-R developed implicit
knowledge about specific semantic content; the
representational format of this knowledge was suf-
ficiently abstracted from the superficial features of
the input to be encoded in partially overlapping
subspaces across linguistic boundaries. Further-
more, the single units identified in our first analyses
were generally able to capture affective content in
Finnish, a language that was not considered in the
unit selection process and belonged to a different
language family. This result showed that single
units can coherently encode semantic content in a
quasi-symbolic format across a set of diverse lan-
guages. However, when the activation patterns of
those neurons were compared with randomly sam-
pled units from the same layers, it turned out that
affective information was encoded with redundancy
in the multilingual networks.

Our study also revealed a positive relationship
between cross-lingual alignment and performance.
The direction of this relationship suggests that
cross-lingual alignment is not a by-product of the
competition for a finite parameter space, but rather
the result of a synergetic process that organizes en-
coded information according to language-invariant
strategies. However, an important caveat must be
made with respect to this observation. In §7, we
reported correlational evidence that links perfor-
mance and MPO, but we did not experimentally
manipulate the two factors. Hence, it is problem-
atic to infer the direction of the causal relationship
that ties these two variables. On the one hand,
cross-lingual alignment might be directly beneficial
in terms of performance; under this account, sublex-
ical representations in a given language might take
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advantage of both within- and across-languages
statistical relationships between subword tokens
in the vocabulary. Languages that are on average
more aligned with other languages might benefit
more from the across-languages statistical infor-
mation encoded in the parameters of the model.
On the other hand, the causal relationship might
follow a reverse pattern, where performance in-
creases produce enhanced alignment. Under this
account, the target linguistic encoding to be learned
during pre-training might be a language-neutral ob-
jective, and the extent to which each language is en-
coded in accordance with this abstract, language-
independent representation might determine the
MPO of the representations produced by the net-
work in that language. Adjudicating between these
two competing accounts requires the experimental
manipulation of MPO and performance, but it is not
trivial to develop a methodology for manipulating
one of the two variables without affecting the other,
so we leave this matter for future research.

Across experiments and follow-up analyses, we
consistently observed that cross-lingual conver-
gence was more pronounced when considering
XLM-R as opposed to mBERT, in accordance with
what has been reported in the context of (mor-
pho)syntactic probing (see Antverg and Belinkov,
2021; Stanczak et al., 2022; de Varda and Marelli,
2023); this corroborates the previous observation
that the next sentence prediction objective is not a
determining factor of cross-lingual alignment, and
that the amount of pre-training data and, conse-
quently, model performance, is associated with the
development of stronger language-neutral internal
components. This result nicely mirrors the posi-
tive relationship between representational quality
and cross-lingual convergence at the highest level
of analysis of this study, i.e. model comparison,
with the best-performing model being also the one
which shows the greater representational alignment
across languages.

9. Conclusion

In this study, we presented the first neuron-level
analysis targeting the cross-lingual encoding of
specific semantic content in mBERT and XLM-R.
Our results confirmed the observation that MMMs
encode linguistic information in both language-
dependent and language-independent subspaces
(see also Doddapaneni et al., 2021; Gonen et al.,
2022), but crucially revealed that the reliance on
the latter is associated with enhanced performance.
While previous research on MMMs has considered
sentence representations as a whole or restricted
its focus to (morpho)syntactic information, we nar-
rowed our study to affective content in lexical rep-
resentations, showing that MMMs tend to allocate

a set of partially overlapping units to the construc-
tion of affective meaning. We additionally observed
an example case of symbol emergence (Taniguchi
et al., 2018), where semantic knowledge arose from
the activation patterns of individual units across lan-
guages. We hope that our results will set the stage
for future studies examining the behavior of sin-
gle units in MMMs in relation to other facets of the
semantic spectrum.

Limitations

In this set of studies, we showed that a relatively
specific expression of semantic content is encoded,
at least in part, by language-neutral parameters in
mBERT and XLM-R. However, we must acknowl-
edge that valence and arousal constitute only two
of the multitude of semantic dimensions that con-
tribute to lexical meaning. While narrowing our
focus to specific semantic information arguably in-
creases the internal validity of our study, it nega-
tively affects its external validity. Hence, the gen-
eralizability of our findings to other semantic di-
mensions should be assessed in future research.
Furthermore, our study focuses on lexical seman-
tic variables, but the extent to which our findings
can be extended to sentence-level semantic prop-
erties needs to be carefully evaluated. A third
shortcoming of our study consists in the language
sample considered, which is dominated by Indoeu-
ropean languages written in Latin scripts. It has
been shown that both typological similarity (Pires
et al., 2019) and script (Muller et al., 2020) are in-
tervening factors in cross-lingual alignment; hence,
it would be desirable to test our hypotheses on a
more heterogeneous language sample. However,
we also considered three non-Indoeuropean lan-
guages (Chinese, Turkish, and Indonesian), which
are very informative for the aims of our study. Ad-
ditionally, our zero-shot test presented in §6 is per-
formed in Finnish, which belongs to the Uralic fam-
ily. We believe that the results obtained on the
more typologically diverse languages are particu-
larly informative for the extent of the generalization
abilities of massively multilingual models.
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