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Abstract

Processing tabular data holds significant importance across various domains and applications. This study
investigates the performance and limitations of fine-tuned models for tabular data analysis, specifically focusing
on using fine-tuning mechanics on an English model towards a potential German model. The validation of the
effectiveness of the transfer learning approach compares the performance of the fine-tuned German model and of
the original English model on test data from the German training set. A potential shortcut that translates the German
test data into English serves for comparison. Results reveal that the fine-tuned model outperforms the original
model significantly, demonstrating the effectiveness of transfer learning even for a limited amount of training data.
One also observes that the English model can effectively process translated German tabular data, albeit with a
slight accuracy drop compared to fine-tuning. The model evaluation extends to real-world data extracted from the
sustainability reports of a financial institution. The fine-tuned model proves superior in extracting knowledge from
these training-unrelated tables, indicating its potential applicability in practical scenarios. This paper also releases
the first manually annotated dataset for German Table Question Answering and the related annotation tool.
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1. Introduction

The impressive results of the Bidirectional En-
coder Representations from Transformers (BERT)
model (Devlin and et al., 2019) led to many sub-
sequent improvements and variations on this ar-
chitecture (Wang et al., 2022). This paper fo-
cuses particularly on the task of Question Answer-
ing (QA) (Wang, 2022). QA algorithms analyze
natural language queries for relevant answers to
user provided questions. This is done by looking
through large amounts of data. It involves identi-
fying key phrases or instances within a query, de-
termining their semantics, and then searching for
matches in the available data sources.

While recent NLP models have achieved remark-
able results (OpenAl, 2023) for closed-style QA
tasks, they often struggle with tabular data due to
their limited ability to deal with structured data as
well as a lack of contextual information within the
tables (Jin et al., 2022). Hence, Tabular Question
Answering (TQA) developed to address these lim-
itations. TQA refers to a specific variant of the QA
problem, where answers are looked up in struc-
tured tables rather than textual documents. One
of the latest developments for TQA is the TAPAS
(Table Parser) model (Herzig et al., 2020) that
emerged from pre-training on millions of data ta-
bles from English Wikipedia. The model leverages
graph attention mechanisms to capture relation-
ships between table cells. This way, it provides

accurate answers to complex questions. Based on
BERT, it utilizes relative position embeddings and
specific token types to encode tabular structure.
TAPAS has been fine-tuned on several data sets,
e.g., Wiki Table Questions (Pasupat and Liang,
2015). The TAPAS model exhibits a remarkable
performance when processing well-structured ta-
ble data. Yet, it is still limited to rather small input
sizes (< 512 table cells) (Google Research, 2020).
Besides these limitations, TAPAS is still one of
the better-performing TQA models, even when be-
ing compared to more recent similar pre-trained
models like TAPEX (Zheng et al., 2023). Espe-
cially, when handling vertical tabular data, it still
represents one of the state-of-the-art algorithms in
TQA (Etezadi and Shamsfard, 2022; Yang et al.,
2023). As already stated in the domain of oridi-
nary QA by (Hoffner et al., 2016), multilingual QA
is being seen as one of the biggest challenges in
the domain. This attribute holds even more truth
in the domain of TQA as the problem of lacking
high-quality TQA datasets other than English is
even bigger. Hence, to the best of our knowl-
edge, TAPAS models are only available for large-
resource languages like English or Chinese TQA
tasks and to date, no German version exists. For
pre-trained models, this limitation is regarded to
be resolvable by fine-tuning on a precise applica-
tion domain, i.e., a custom task, or specific lan-
guage, respectively. Such fine-tuning approaches
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for domain adaptation are commonly referred to as
transfer learning (Weiss et al., 2016; Bozinovski,
2020). They often can be achieved with minimal
amounts of training data. Fine-tuned models typi-
cally perform well on tasks in the intended domain.
Transfer learning, as demonstrated in other NLP
domains like speech recognition, has shown that
utilizing knowledge from related languages such
as English to German can lead to satisfying re-
sults already. This approach reduces the time
and resources required to train a robust model, as
proven by (Kunze et al., 2017). Given our limited
resources, we employ a similar strategy in TQA.
This paper shows the potential of a specific trans-
fer learning approach that aims to increase the
usability of TAPAS for German TQA tasks. The
evaluation of the model reveals that fine-tuning
an English TQA model with German data is suit-
able to considerably increase the accuracy for
German use cases. The comparison with other
work-arounds demonstrates the effectiveness of
the transfer learning approach. The results intro-
duce opportunities for future research into different
types of structured data and more complex ques-
tion scenarios in German. On top, they shed light
on the potential of using translation tools as an al-
ternative to the time-consuming task of fine-tuning.
By releasing the manually annotated TQA dataset
and the corresponding annotation tool, future re-
search and work should be facilitated, encourag-
ing collaboration and accelerating advancements
in this domain.

2. Motivation & Objective

Research on ESG risk assessment (European
Banking Authority (EBA), 2021) quickly encoun-
ters the challenge of data availability. There are
different approaches to closing the current data
gaps (Network for Greening the Financial System
(NGFS), 2022). One is the extraction of additional
information from the written sustainability reports
of obligated companies. QA models appear to be
suitable for this purpose, but the structure, size,
level of detail, and terminology of such sustain-
ability reports vary greatly. This renders conven-
tional QA models, that process continuous text,
unfit for this kind of task. For instance, when ex-
tracting CO, emissions caused by a company, one
company might only refer to the annual absolute
amount emitted, while another divides it into dif-
ferent scopes, or does not reference it at all.

One common feature of such documents, how-
ever, is tabular summaries. Tables are structured
data by nature, simplifying the task of retrieving
precise information. Yet, the application of con-
ventional QA tools does not provide very satisfac-
tory results, e.g., due to the absence of contex-
tual information. This is where TQA in the guise

of the TAPAS model comes into play. To the best
of our knowledge, no German TAPAS variant was
trained, and early and naive attempts to use an En-
glish model for German tables resulted in sobering
results. Additionally, we were not able to find any
existing German TQA dataset, hence the motiva-
tion for creating our own dataset. Though, train-
ing a complete self-developed TAPAS model from
scratch, with pre-training for the tabular structure
and training on the TQA task, would prove to be
difficult with limited resources. Especially since
the pre-training of the English TAPAS model alone
is based on 6.2 million different tables extracted
from the English Wikipedia (Herzig et al., 2020).
This study intends to adapt the original model’s
learned parameters, initially trained for English ta-
bles, towards the nuances and structure of Ger-
man tables. The transfer learning approach is ex-
perimentally validated by comparison of the fine-
tuned model’s performance with that of the original
TAPAS model (with and without translation of the
test data). Further, all TQA variants compete on
unknown-domain bank data, i.e., tables extracted
from the sustainability report of a regional bank
that were neither part of the training/test data set.
This way, we intend to verify whether potential
overfitting occurs.

3. Model Fine-Tuning: TAPASGO

Refining the TAPAS model via transfer learning re-
quires a training set of German tabular data with
corresponding question and answer (Q&A) pairs.
As no training data for TQA in German is available,
an intuitive and streamlined interfaces is devel-
oped to facilitate and outsource the manual data
labeling effort (Kowieski and Hellwig, 2023). It
uses freely accessible governmental German data
tables (DESTATIS, 2013). This self-developed
tool allowed to process 236 different tables and
create 1035 Q&A pairs for model fine-tuning. The
data include important information for the training
like the question-text (e.g. "THow many male work-
ers aged between 55 and 65 were employed at
their workplace in the year 202077, the answer-text
(e.g. 73596896”), the answer-coordinates (e.g.
”[(5, 3)]") inside the table as well as the table (a csv
file transformed to a dataframe) itself. Notice, for
simplicity and clarity the fine-tuned TAPAS model
is referred to as TAPASGO (for TAPAS German
Offshoot). Figure 1 shows the broad training and
validation workflow of the fine-tuning and valida-
tion process.

The fine-tuning approach uses the pre-trained En-
glish Google/TAPAS-base model. Leveraging the
knowledge of the English language (concerning
structural data) encoded in the model's parame-
ters, transfer learning is performed on the self-
created German tabular data set. Thus, the En-
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Figure 1: lllustration of the transfer learning and

validation process of the TAPASGO development.

glish model extends towards the knowledge of tab-
ular German Q&A structure. As the TAPAS model
uses an English tokenizer to transform text into re-
spective token sequences, dealing with the Ger-
man Q&A data set requires a different tokeniza-
tion. Hence, the vocabulary file of the German
bert-base-german-cased model is used to create
a custom German tokenizer.

From the self-created data set of 1035 Q&A pairs,
only 947 can be utilized as training data because
the other questions refer to tables with a too large
input size for the model to be executed. From
this pool of training data, 80% (757) of the data
are for training and 20% (190) for testing. The
TAPAS model was fine-tuned using the AdamW-
optimizer with a learning-rate of 5e-5. The training
ran for 100 epochs. The batch-size for the train-
ing data is 13. Other model parameters and the
whole architecture were adopted from the original
TAPAS-base model (Herzig et al., 2020). The log-
arithmic loss of the additional training can be ob-
served to continuously decrease on the left hand
side of Figure 2. After a sharp drop for the first 50
epochs, one realizes a deceleration of the loss re-
duction. For this reason, and regarding the rather
small amount of training data, training beyond 100
epochs was not considered as the progressively
slower decrease in loss demands substantial re-
sources to approximate the theoretical optimum.
Further, the right hand side of Figure 2 indicates
already a good model accuracy after this num-
ber of epochs. The denotation accuracy indicates
the precision of the model’s predictions on a data
set (Liu et al., 2022). It is defined as the ratio of
correct predictions compared to the ground-truth.
A prediction is considered correct, if the predicted
tabular cell coordinates match the expected cell
coordinates with the exact answer. On the tab-
ular German test data set, the TAPASGO model

realizes a denotation accuracy of 93.16% on the
test data set. Further, the improvement of the
model precision during training over 100 epochs
is monitored and displayed on the right-hand side
in Figure 2. The accuracy demonstrates signifi-
cantimprovement during the initial half of the train-
ing epochs. After-wards, it slows down and shows
some fluctuations which might be an indicator for
overfitting.

4. Model Validation

This section presents the experiments performed
to validate the TAPASGO model as well as the re-
spective results in comparison to the performance
of the original English TQA-base model TAPAS.

4.1. Evaluation on Test Data

First, the TAPASGO performance is compared to
two variants of the original TAPAS model. Rep-
resenting an English TQA model, the first TAPAS
variant simply employs the standard tokenizer (En-
glish). The second TAPAS variant differs in ap-
plying the German tokenizer which is also used
in TAPASGO. The comparison is carried out on
the test data which correspond to 20% of the self-
generated German tabular data set. The results
are summarized in Table 1.

The original TAPAS variant reaches a denotation
accuracy of 45,26%. This remarkable accuracy
of the English model is explained by its struc-
tural knowledge which enables TAPAS to even
exploit similarities of non-English keywords and
turn those into correct answers. Trying to inte-
grate the customized German tokenizer employed
in TAPASGO, results in a denotation accuracy
of 8,42%. Using tokens in a different language,
the corresponding performance loss is not unex-
pected. Note, that this kind of tokenization was
tried for validation purposes only and is not used
in the remainder of this paper. Ultimately, one
observes that the TAPASGO model significantly
outperforms both TAPAS variants with a denota-
tion accuracy of 93.16% on the German TQA task.
This indicates that the transfer learning approach
fits the model quite well to the German data set.

4.2. Use on Unknown-Domain Data

Until now, test and training data originated from
the same source of self-generated German tabu-

Model Tokenizer | Precision
TAPAS English 45%
TAPAS German 8%
TAPASGO | German 93%
Table 1: Denotation accuracy (precision) of

TAPAS and TAPASGO on the test data set.
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Figure 2: The logarithmic loss (left) as well as the denotation accuracy (right) over the 100 transfer
learning epochs of the transition towards the TAPASGO model.

lar data. Thatis, the test set tends to be of a similar
structure as the training set. To this end, as sec-
ond step, the model performances are assessed
on unknown-domain data to investigate their gen-
eralizability to real-world tasks. The data set con-
sists of tables extracted from openly-available sus-
tainability reports of a regional bank and are de-
noted bank data for simplicity.

Extraction of the tables out of the source PDF-files
is performed by the Python tool camelot-py. Inter-
estingly, the application of both models to the raw
tables yields a denotation accuracy of 0%. This
is due to the non-standard table formats of the
sustainability report. Using different multi-column
styles even in a single source document repre-
sents a major structural difference from the train-
ing data of the original TAPAS model.

Though, introducing an additional preprocessing
step to fix the table irregularities resolves this is-
sue, and both models are able to increase in preci-
sion. Table 2 displays the respective values for the
bank data set. Applying the data to the original En-
glish TAPAS-base model, it exhibits a denotation
accuracy of 21% while the fine-tuned TAPASCO
model reaches a denotation accuracy of 39%. Al-
though this is a deterioration compared to the test
accuracy that could be an indicator for slight over-
fitting with respect to the test-data, TAPASGO is
still able to maintain approximately twice the ac-
curacy of the TAPAS model. Yet, the rather low
precision illustrates the need of a richer and more
diverse German tabular training data set in or-
der to obtain precision values relevant for practi-
cal usage. A similar finding was noted in the re-
search conducted by (Zheng et al., 2023), which
observed a decrease in TAPAS performance when
dealing with more diverse data, particularly when
tables are no longer structured in a clear vertical
format. This decline is likely due to the fact that

pre-trained models such as TAPAS are usually be-
ing trained and fine-tuned primarily on tailored and
well-structured vertical tables.

4.3. Translation as a Shortcut

Finally, TAPASGO is compared to the perfor-
mance of the English TAPAS-base model after ap-
plication of a preceding translation step. Trans-
lation can be regarded a convenient shortcut to
the data creation and fine-tuning effort necessary
for building the TAPASGO model. For this exper-
iment, translation of the German test and bank
data (tables as well as Q&A data) is carried out via
the DeepL Python API (Deepl, 2023). The trans-
lated inputs are fed directly into the original TAPAS
model with the corresponding English tokenizer.
No further training or processing is applied. The
resulting accuracy values are displayed in Table 2
as TAPAS*. By applying automated translation to
the test data, English TAPAS model reaches a de-
notation accuracy of 43,16%. This represents a
slight drop of about two percentage points which
most probably is explained with non-unique trans-
lations of descriptive keywords in the table entries.
Regarding the unknown-domain bank data, pre-
ceding translation (TAPAS*) realizes a denotation
accuracy of 36%. While the increase of about 15
percentage points is in line with expectations, the
performance is still below that of the TAPASGO
model (39%). Taking into account the effort that
went into the training of the Deepl and the TAPAS
model, this supports the investment of resources
for the transfer learning approach and the devel-
opment of a German TQA variant like TAPASGO.

5. Discussion

This study addressed the potential of fine-tuning
an English TQA model Google/TAPAS-base-
finetuned-SQA for another language (i.e., Ger-
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Model Data Set | Precision
TAPAS Test 45%
TAPAS* Test 43%
TAPASGO Test 93%
TAPAS Bank 21%
TAPAS* Bank 36%
TAPASGO Bank 39%

Table 2: Precision of different model and data set
combinations. TAPAS with preceding translation is
indicated by the asterisk (*) after the model name.

man). Both, the fine-tuned TAPASGO model,
and the German training data, are openly avail-
able (Kowieski and Hellwig, 2023). The experi-
ments provided in Section 4 substantiate the suc-
cessful application of transfer learning approaches
for specific tasks with a limited amount of training
data.

The reported denotation accuracy of the initial En-
glish TAPAS model (Herzig et al., 2020) ranges
from 49% for the WikiTQ data set to 88% (fully su-
pervised) for the WikiSQL data set. This indicates
that the precision is substantially dependent on the
structure of the evaluation data set used. Interest-
ingly, the TAPAS model retains much of its preci-
sion even when applied to the German-language
test data set (about 43%). This ability can be ex-
plained by the exploitation of learned table struc-
tures and is due to the quite homogeneous struc-
ture of the German test data set.

The fine-tuned TAPASGO model yields superior
performance in all considered settings. In retro-
spect, this justifies the effort invested in generation
of the German tabular training data set, The re-
markable precision of 93% on the test data shows
how well these language models can be adapted
to individual tasks. Yet, the obtained precision
(39%) on unknown-domain data must be regarded
too low for the intended practical purpose of en-
hancing the ESG data situation. As also the pre-
cision of the TAPAS model is degrading, some of
the problems might be attributed to the data qual-
ity of the tables. Hence, the denotation accuracy
can almost certainly be improved by the targeted
construction of a more extensive training data set
including information of historical sustainability re-
ports. Further, the training data would benefit from
the integration of more diversely structured tables
and corresponding Q&A pairs.

The advantage of TAPASGO over the use of
an preceding translation step further justifies the
transfer learning approach. This is particularly rel-
evant as it eliminates the risk of translation errors
which are difficult to trace and can have a severe
negative impact on the TAPAS performance.

6. Outlook

Future work will focus on improving the availability
and the diversity of German-language TQA data in
order to address the limitations of this study. Ex-
tending the evaluation of both models to a larger
set of evaluation data allows for a more compre-
hensive evaluation of their performance and gen-
eralizability. In this regard, the model can be made
more robust by using way more heterogeneous
table data with different quality in both the pre-
training and fine-tuning stage. Moreover, the pres-
ence of a larger amount of training data is ex-
pected to support the development of a more accu-
rate and more robust TAPASGO model. Addition-
ally, creating an independent German TQA model
that incorporates expensive pre-training may lead
to enhanced results.
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