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Abstract

This study addresses the critical issue of Natural Language Processing in low-resource languages such as Hindi,
which, despite having substantial number of speakers, is limited in linguistic resources. The paper focuses on Word
Sense Disambiguation, a fundamental NLP task that deals with polysemous words. It introduces a novel Hindi
WSD dataset in the modern WiC format, enabling the training and testing of contextualized models. The primary
contributions of this work lie in testing the efficacy of multilingual models to transfer across languages and hence
to handle polysemy in low-resource languages, and in providing insights into the minimum training data required
for a viable solution. Experiments compare different contextualized models on the WiC task via transfer learning
from English to Hindi. Models purely transferred from English yield poor 55% accuracy, while fine-tuning on Hindi
dramatically improves performance to 90% accuracy. This demonstrates the need for language-specific tuning and
resources like the introduced Hindi WiC dataset to drive advances in Hindi NLP. The findings offer valuable insights
into addressing the NLP needs of widely spoken yet low-resourced languages, shedding light on the problem of

transfer learning in these contexts.

Keywords: Less-Resourced/Endangered Languages,
Learning, Cross Lingual Transfer

1. Introduction

The growing field of Natural Language Processing
is marked by its rapid expansion, focused on devel-
oping algorithms and methodologies that enable
computers to comprehend and manipulate human
language. NLP has diverse applications, rang-
ing from machine translation and sentiment anal-
ysis to text generation and chatbots that garnered
global recognition. However, the creation of such
transformative applications necessitates extensive
training data. Consequently, model development
on a range of NLP tasks becomes more challeng-
ing, especially for supervised approaches, without
high-quality annotated datasets. State-of-the-art
models thrive on vast text corpora, an essential
prerequisite for their efficacy.

While accumulating such voluminous data is a
formidable task, it is notably more manageable for
English. In contrast, the situation becomes more
challenging for other languages, giving rise to a
predicament. The scarcity of high quality linguistic
resources like annotated textual corpora, charac-
terizes the realm of low-resource languages, even
if these are spoken by substantial populations.
This scarcity acts as a barrier to NLP progress in
these languages.

Hindi, spoken by around 580 million individu-
als globally, serves as a vivid illustration. Despite
its prevalence, NLP advancements remain slug-
gish due to these resource constraints. Yet, utiliz-
ing models trained on languages other than Hindi

Multilinguality,

Word Sense Disambiguation, Transfer

using transfer learning approaches yields sub-
optimal performance, highlighting the language-
specific nuances that demand tailored training
data. This problem is not limited to Hindi of course,
and many low resource languages suffer from poor
performance when transfer is made via English as
the source language (Senel et al., 2024). There-
fore, addressing the NLP needs of such widely
spoken, yet low-resourced languages, such as
Hindi, emerges as a pivotal endeavor. By under-
taking this pursuit, we want to demonstrate if and
how necessary are quality resources in a target
language to make sure NLP performance is kept
at high level in low-resource but widely-spoken lan-
guages.

Within the realm of NLP tasks, Word Sense Dis-
ambiguation (WSD) has a prominent role as a core
NLP task that has been challenging NLP models
for decades (Lesk, 1986; Navigli, 2009; Raganato
et al., 2017). WSD targets polysemous words, fo-
cusing on detecting their distinct senses according
to their specific usage context. Polysemous words
introduce a range of complexities due to their con-
textually versatile nature and inherent ambiguity,
and even state-of-the-art NLP systems struggle
to capture subtle nuances apparent to human un-
derstanding further complicating the matter, as re-
flected by their performance which is below human
level (Raganato et al., 2020).

The role of WSD extends far beyond mere lin-
guistic analysis. Think of the word bank for ex-
ample, its varied senses influence many domains
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like machine translation, information retrieval, text
classification, and even Named Entity Recognition
(NER) (Chandra and Dwivedi, 2014). WSD’s ap-
plications stretch even beyond the boundaries of
NLP. For instance, it enhances image analysis
by refining image captions and object recognition
through precise word disambiguation (Raganato
etal., 2023). All of this makes it paramount for NLP
systems to properly handle polysemous words due
to its effects on a range of tasks.

Notably, a word that displays ambiguity in one
language might not necessarily exhibit the same
multifaceted behavior in another language. These
divergent cross-lingual polysemy patterns make it
an ideal case to test "the promise” of transfer learn-
ing in solving WSD.

Although the task of WSD has garnered exten-
sive research attention across many languages,
the majority of these are Western languages (En-
glish, ltalian, German, etc.), and low-resource lan-
guages are lagging in progress. This disparity be-
comes increasingly evident when considering lan-
guages like Hindi, which enjoys widespread us-
age but suffers from an under explored NLP land-
scape. In particular, access to relevant corpora
and datasets with sense annotations remains lim-
ited in Hindi. This discrepancy assumes signif-
icance given the considerable global population
that communicates in Hindi. All of the above
makes Hindi a prime candidate for in-depth NLP
exploration of the necessity of high-quality re-
sources in low-resource languages and an excel-
lent testbed for assessing the ability of standard
approaches like transfer learning to address this
gap.

This work has three major contributions. It de-
velops a Hindi dataset for WSD, the first of its kind
in the modern WiC format (Pilehvar and Camacho-
Collados, 2019), enabling the training and testing
of contextualized models for polysemy in Hindi. It
tests the prevailing assumption that a combination
of multilingual models and transfer learning is suf-
ficient to handle polysemy in languages lacking
quality resources for model training. Lastly, recog-
nizing that providing quality training data is expen-
sive, we provide a thorough analysis of the mini-
mal amount of training data necessary for a viable
solution.

2. Related work

Sinha et al. (2004) and (Yusuf et al., 2022) used
a Lesk-like algorithm with Hindi WordNet Bhat-
tacharyya et al. (2008) to disambiguate word
senses, and evaluate their models on a small set of
20 items. Using supervised approach, Singh et al.
(2014) and Singh and Siddiqui (2015) explored se-
mantic relations through sense definition vectors

and context vectors using a sense annotated Hindi
corpus (Singh and Siddiqui, 2016). Kumari and Lo-
biyal (2022) used unsupervised approaches that
do not rely on lexical resources, but achieve low
performance. All the above studies are problem-
atic with respect to at least their evaluation, scala-
bility (WordNet and annotated-corpus are difficult
to scale), or performance.

A recent contribution in WSD is the Word-in-
Context (WiC) dataset (Pilehvar and Camacho-
Collados, 2019). This dataset was introduced as
a benchmark to evaluate the contextual sensitivity
of word representations in English, and serves as
a standard evaluation tool for various techniques,
including contextualized word and sense represen-
tations, as well as word sense disambiguation. Its
key novelty lies in its ability to transform inventory-
based resources, like sense annotated corpus, to
an inventory-independent task, which can scale ef-
fectively.

The ubiquitous use of contextual word embed-
dings in the broader realm of NLP gave rise to the
development of a multilingual extension of the WiC
dataset, known as the XL-WiC dataset (Raganato
et al., 2020). This dataset encompasses develop-
ment and test sets across 12 diverse languages,
supplemented by training sets in German, French,
and ltalian. The inception of the XL-WiC dataset
underscores the NLP community’s recognition of
linguistic diversity as a driving force behind various
NLP applications and the advancement of the field.
Raganato et al. (2020) demonstrated the competi-
tive performance of multilingual models trained on
English, when transferred (i.e., tested) on other
languages within the dataset. However, when ap-
plied to languages linguistically distant from En-
glish, this transfer learning showcased reduced ef-
fectiveness. The XL-WiC dataset was meticulously
curated using WordNet resources and expert an-
notators who categorized word pairs into positive
and negative contexts. Notably, while this dataset
encompasses a multitude of languages, it regret-
tably excludes Hindi.

Despite the commendable efforts towards inclu-
sively within the realm of NLP, a significant gap re-
mains evident in the representation of Hindi, one
of the world’s most widely spoken languages. Al-
though strides have been made to address lan-
guage diversity, the scarcity of Hindi-specific re-
sources, such as the sense-annotated Hindi cor-
pus for constructing datasets, is evident. This re-
search paper serves as an attempt to spotlight
the inadequacies of incomplete efforts toward in-
clusively in NLP, and provides the first Hindi vari-
ant of WiC. This new resource will enable to sup-
port Hindi-focused NLP research in WSD and pol-
ysemy handling, hopefully improving the perfor-
mance of Hindi in general NLP tasks.
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3. Our approach

WSD is a a challenging task even for humans.
Given a sentence with a polysemous word, the
aim is to focus only on the relevant meaning of
that word, and ignore the other sense(s) the word
may have in different contexts. For instance, in
the example below, we need to consider only the
monetary sense of the word bank, and ignore
all other senses. While the context given in this
sentence is sufficient to easily disambiguate the
relevant meaning, WSD can quickly become
much more complicated. Consider for example
the same example, ignoring the underlined last
three words, that could be fairly interpreted also
as related to the river bank sense.

The woman went to the bank with her dog
to deposit money.

In the context of NLP, the task of WSD is often
defined as classifying each occurrence of polyse-
mous word in a sentence to its correct sense. For
that purpose, a dedicated corpus with annotated
senses of polysemous words is used. Clearly,
from a ML point of view, this task is rather cumber-
some, as it is basically a multi-class classification
problem. This problem formulation would require
many examples of each class to train a classifier,
as well as to know the specific sense inventory be-
forehand. Unfortunately, these requirements are
not feasible for annotated corpora which are typ-
ically quite small, and contains a few dozens of
example for each sense, due to the huge human
effort that is required for annotation (see for exam-
ple SemCor Miller et al. (1993)). This is especially
true for contextualized models, that require large
numbers of examples for fine tuning.

To circumvent these difficulties, the problem is
reduced into a binary classification task. In this
task, sentences with the same polysemous target
word are paired together, and the task is to classify
if the target word has the same meaning in the two
sentences or a different one. This task eliminates
the problem of small number of examples per
each category (i.e., a specific sense), because the
number of potential pairs is much larger, making
it suitable for training contextualized models. See
the below three sentences with the polysemous
word sage, as they would have appeared in a
sense-annotated corpus, that can either refer to a
scholar or a herb, and compare these sentences
to how they would appear in a WiC-style dataset
in Table 1.

The old sage’ has spoken.
She acted on a sage’ advice.
| fry the sage? leaves in oil.

The formulation of the WSD task into a bi-
nary classification task has became very popular
through the WiC dataset and task (Pilehvar and
Camacho-Collados, 2019). This task has become
the de-facto standard for testing models’ perfor-
mance on WSD task, suitable for the hungry data
demands of contextualized models. Nowadays
WiC datasets exist for more than twelve languages
which allows to test transfer learning scenarios be-
tween them.

In this work we develop the first Hindi WiC
dataset based on a small sense-annotated corpus
in Hindi, according to the protocol used in the origi-
nal English WiC (Pilehvar and Camacho-Collados,
2019). This allows us to train and test models di-
rectly on binary classification of polysemous word
pairs in Hindi. We specifically focus on the abil-
ity of multilingual models that support Hindi but
were trained on WiC in English to transfer to Hindi.
We compare their results to the ideal upper-bound
case where a model was trained on the full WiC
dataset in Hindi in order to demonstrate how criti-
cal these resources are to maintain good NLP sup-
port for a key task in low resource languages.'

4. Creating Hindi WiC

We used the sense annotated Hindi Corpus
(SAHC) (Singh and Siddiqui, 2016). SAHC con-
tains 60 unique polysemous nouns, each appear-
ing in dozens of different sentences for each
sense in their natural context, and provides sense-
annotated instances across different meaning of
the target word. The corpus statistics are given in
Table 2.

We followed the protocol developed by Pilehvar
and Camacho-Collados (2019) to transform the
inventory-based SAHC to inventory-independent
dataset in the WiC format. For each target word, all
possible sentence pairs were computed, and then
pruned to ensure an equal number of instances of
the same sense (positive pairs) as well as of differ-
ent senses (negative pairs). The pairs were then
randomly divided into training, validation, and test
set, with 7000, 3000 and 2000 pairs, respectively.

We ensured there is no overlap of individual con-
textual sentences across the splits (i.e., the same
sentences will never appear in more than one split).
However, some target words do overlap between
the different sets (i.e., different instances of bank
can appear in the training and test splits). In our
test set, only 67% of the target words overlap with
the training set. This 67%-33% split allows testing
the in two difficulty conditions, known and novel
polysemous words.

'The Hindi-WiC dataset is available on https://
github.com/haimdub/HindiWiC.git
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Lang. Targetword Sentence 1 Sentence 2 Label
English sage The old sage has spoken  She acted on a sage advice T
English sage | fry the sage leaves in 0il  She was one of the few sages remaining F

o - EEREERCE R [ & Tt T ST @TAT TbT | [6AT STl &

Hindi ) I . ) T

| like sesame on bread Sesame oil is used in cooking

Hindi - T AT R faaT & g & fadt @deEr e

| have a mole on the nose

Buy sesame from the shop

Table 1: Positive and negative pairs of the same target words in English and Hindi (with translation)

Number of Words 60
Total Number of Senses 151
Total Number of Instances 6248
Avg. Number of Senses/Word 2.52

Avg. Number of Instances/Word  29.6

Table 2: SAHC descriptive statistics

The above steps transform SAHC, an inventory-
based WSD dataset to a unique inventory-
independent dataset, stripping all specific sense
annotated information. As a result, the problem
we now have is a binary classification task. Each
instance of a target word w is provided with two
contexts, ¢1 and c2, and the task is to identify if
the occurrences of w in ¢1 and c2 correspond to
the same meaning or not.

5. Experiments and Results

5.1. Setup and research questions

In this work we study the importance of quality re-
sources in handling polysemy in Hindi. We start
by finetuning all models on the full training set of
English WiC. We then test the viability of the stan-
dard approach in NLP to this problem that uses
transfer learning under several experimental condi-
tions, the comparison of which shed light on these
research questions.

We define several finetuning conditions with re-
spect to the Hindi Wic, from zero-shot to few-
shot to a complete finetuning on the entire Hindi
WiC dataset. We also define two testing condi-
tions, kNOowN for target words the models were
trained on during finetuning, and NovEeL for un-
seen polysemous words. We use four models
that are pretrained on Hindi, three of which are
multilingual to facilitate cross lingual transfer. We
use two general-purpose cross-lingual models, a
Hindi-focused multilingual model, and a monolin-
gual Hindi model. Comparing the performances
of these models across the different experimental
conditions yield insights into the influence of lan-
guage specificity, cross-lingual transfer, and tai-
lored finetuning on WiC task performance in Hindi.

These comparisons help us understand the impor-
tance of developing quality datasets in the target
language, and how to make the best out of them
for effective transfer learning.

To address this problem statement, we tested
the performance on the Hindi WiC dataset in a
few scenarios using the different models. We
used multilingual models (MBERT and XLM-R)
finetuned on English WiC and tested them on Hindi
WiC. This scenario enabled us to test transfer
learning under zero-shot conditions which was pre-
viously reported to work for other languages (Ra-
ganato et al., 2020). We also tested these mod-
els under graded few-shot conditions (from 1% to
30%), and also after the models were finetuned on
the full training set in Hindi to establish their upper
bound performance. We expected these models
would show increasing improvements which is as-
sociated with the amount of examples in Hindi they
were trained on. Lastly, we tested the ability of the
models to generalize beyond polysemous words
they were trained on.

Critically, the comparison of few-shot condition
to the zero-shot condition help us evaluate the
merits of using high quality dataset in Hindi, but
also the amount of finetuning needed. We further
used Hindi-focused multilingual model (MuRIL) as
well as monolingual model (HindiBERT) and tested
them under similar conditions. Comparing their
performance to the commonly-used multilingual
models (MBERT and XLM-R) enable us to evalu-
ate the importance of richer language specific in-
formation in handling polysemy in Hindi in general.
Lastly, the above experimental setup allows us to
test generalization ability of these models to un-
seen polysemous words as a function of the spe-
cific model and the amount of finetuning they had.

5.2. Models and training

mBERT is a multilingual variant of the BERT
model created by Kenton and Toutanova (2019).
It is pre-trained on a diverse collections of 104
languages including Hindi, making it a versatile
choice for cross-lingual applications and transfer.
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XLM-RoBERTa stands for Cross-lingual Ma-
chine learning Robust Bert (Conneau et al., 2020),
is pretrained on 100 languages. It was trained on
2.5 TB of filtered CommonCrawl| data as opposed
to mBERT which was trained on Wikipedia data,
and reported to outperform mBERT in a variety
of cross-lingual benchmarks like XNLI, MLQA and
NER.

HindiBERT is a monolingual model trained on
the Hindi CommonCrawl and Wikipedia texts. The
model when tested on the tasks BBC Hindi news
classification and on Hindi movie reviews / senti-
ment analysis gave comparable results to mBERT.

MuRIL stands for Multilingual Representations
for Indian Languages (Khanuja et al., 2021), and
designed to address the linguistic diversity and
complexity of Indian languages. It is trained
on 17 Indian languages that includes Assamese,
Bengali, Gujarati, Kannada, Kashmiri, Malayalam,
Marathi, Nepali, Oriya, Punjabi, Sanskrit, Sindhi,
Tamil, Telugu and Urdu, as well as Hindi and En-
glish. MuRIL has been trained on approximately
16 billion tokens.

Fine Tuning Training splits of Hindi WiC were
used for finetuning (all models were first finetuned
on the English WiC). The amount of finetuning de-
pended on the specific experiment, and ranged
from 0% (zero shot), to 1%, 5%, 10%, 20%, 30%
(few shots), to 100% (full shot). Following Pile-
hvar and Camacho-Collados (2019) we passed
the vectors of the two sentences though a MLP
and then though fully connected layer followed by
softmax activation which computed probabilities
for each label. The model was trained for up to
10 epochs with early stopping based on validation
accuracy. The AdamW optimizer was used with
a learning rate of 1e-5. To prevent overfitting, dif-
ferent weight decay rates of 0.0 and 0.01 were ap-
plied to bias/batch norm parameters and other pa-
rameters respectively. The training batch loss and
accuracy were tracked and model weights updated
each epoch. Validation loss and accuracy were
also monitored after each epoch. The weights with
the best validation accuracy were saved. The train-
ing loop iterated through batches from the Hindi
WiC train set. The model computed the logits and
loss for each batch. Loss values were backpropa-
gated to update model weights. Validation was per-
formed each epoch on the dev set. The loss and
accuracy were computed for each batch and ag-
gregated. This fine-tuning approach allowed effi-
cient training of the models on the English or Hindi
WIiC dataset depending upon the experiment. The
best model weights were retained for final evalua-
tion.

5.3. Results

Table 3 shows the performance on the Hindi
WIC test set for zero-shot, monolingual train-
ing, and multilingual training (finetuning on En-
glish and Hindi WiC’s). The results clearly show
that mBERT, XLM-R, HindiBert and MuRIL, when
trained solely on English WiC (zero-shot), perform
almost at chance level, showing no transfer ca-
pacities. In contrast, when these models, with
the exception of HindiBert, are finetuned on the
full Hindi WIC training set (either with or without
training on the English WIC), their performance
improve dramatically, achieving accuracy scores
between 83% and 90%. Lastly, it seems that for
some models (MBERT, XLM-R) the best results
are obtained for Hindi only finetuning (Mono), as
models that were trained in multilingual settings
have slightly worse performance, showing the lack
of utility of transfer even under full-shot conditions.
Overall, this pattern of results demonstrate the lack
of transfer learning in both zero-shot and even full-
shot settings on the one hand, and the immense
benefit Hindi dataset brings to solving WiC in Hindi.
HindiBert model shows far worse performance in
comparison to the other models, and is excluded
from further analysis (but discussed in the next sec-
tion).

ZS Mono Multi
mBERT 52% 87% 83%
XLM-R 55% 88% 87%
HindiBert 48% 70% 60%
MuRIL 55% 89%  90%

Table 3: Model accuracy for zero-shot transfer
(ZS), monolingual training (Mono), and multilin-
gual training (Multi).

As the benefit that our WiC dataset provides is
so clear, we wanted to test how extensive the WiC
dataset needs to be in order to obtain the above
gains. Figure 1 shows the performance of mBERT,
XLM-R, and MuRIL in different few-shot settings,
using increasing number of training examples (up
to full finetuning). The results demonstrate that
even relatively modest few-shot conditions lead
to significant improvements. At only 10% (700
pairs) of the training examples, there is a big perfor-
mance gain, and by 30% (2100 pairs) results are
close to the maximum achieved with full finetuning.
These results further demonstrate the usefulness
of quality dataset in the target language to facilitate
polysemy resolution. Importantly, it shows that the
dataset does not have to be particularly large to
lead to substantial gains.

We compared the monolingual and multilingual
training conditions of the above analysis to further
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Figure 1: Model accuracy at different training ra-
tios of the Hindi WiC, for the multilingual (solid) and
monolingual (dotted) conditions.

investigate the above pattern from Table 3, that
finetuning models in multilingual setting slightly
hinder their performance. The results obtained
in figure 1 provide mixed results. While MuRIL
clearly benefit from multilingual training as evi-
dence by its higher accuracy throughout the differ-
ent finetuning ratios (when compared to monolin-
gual setting), the pattern for mBERT is the exact
opposite, and XLM-R performance lies in between,
showing no clear preference to either monolingual
or multilingual training. MuRIL also stands out as
the model that peaks the earliest (for both mono-
lingual and multilingual training) at 20% relative to
the other models that peak at 30% . This clear ad-
vantage may suggest that language specificity of
a model plays a key role as well, as MuRIL was
trained on 17 Indian languages. Overall, the re-
sults of the few shot analysis above hardly provide
any evidence to support that models could bene-
fit from transfer learning in the case of multilingual
WIC training in both English and Hindi over Hindi
alone.

To conclude our analysis, we wanted to test the
abilities of the finetuned models to successfully
classify examples of unseen polysemous words
(polysemous words that did no appear in any sen-
tence pair in the training set). In other words, the
capacity of these models to generalize. Table 4
shows the performance of the three models, at
different few-shot ratios, split into two conditions,
known words that appear in the training set and
comprise of 67% of the examples, and novel words
that comprise the remaining 33%. Although known
words perform better than novel words throughout
the conditions, as expected, the performance lev-
els for novel words is still quite high, and follow
closely the pattern of increase performance with
increasing few-shot ratios. The performance on

% Train- mBERT XLMR MuRIL
ingset | Known Novel | Known Novel | Known Novel
0 46 52 54 49 57 55
1 52 55 49 55 58 56
5 70 62 65 59 71 63
10 68 62 70 64 74 67
20 82 69 77 70 85 77
30 85 71 85 76 89 77
100 95 72 95 78 96 82

Table 4: Accuracy for Known and Novel polyse-
mous words for the 3 models, as a function of ratio
of training examples.

novel polysemous words attest to that the models
did not rely on pattern matching strategies (which
could be argued for the known words (Raganato
et al., 2020)), and stratify that even a small set of
WiC examples can significantly contribute to the
training of WiC models and their generalization on
”out of vocabulary” polysemous words that are not
part of the training set.

6. Discussion

This work provides the first WiC dataset in Hindi,
and demonstrates its absolute necessity in train-
ing models for polysemy in Hindi. Our experiments
provide converging evidence that such a dataset
in Hindi is vital to enable high performance in this
task, and that reliance on zero-shot transfer, as
proposed by prior work (Raganato et al., 2020),
simply does not work. This study further identifies
the minimum amount of training data required for
effective Word Sense Disambiguation in Hindi, of-
fering a viable solution for similar low-resource lan-
guages. Overall, the results provide a cautionary
counter-evidence to the over reliance on transfer
learning in NLP where task-specific resources are
lacking. Our results show that harvesting linguis-
tic data from human assessments produces high
quality results when time and funds are invested.
Comparing the performance of the different
models across various analyses and experimen-
tal conditions reveals remarkably similar pattern
among the multilingual models. While mBERT,
XLM-R, and MuRIL do not exhibit any transfer in
the zero-shot condition, they quickly achieve near-
optimal performance even with a small set of exam-
ples (20%-30%), and demonstrate effective gener-
alization to unseen polysemous words. It appears
that the languages on which these models were
trained have little influence on their overall perfor-
mance. The exception is MuRIL, which seems
to require slightly fewer training examples (20%)
before showing substantial gains and achieving
the best performance (90% compared to 83% for
mBERT, while XLM-R falls in between). This out-
come is not surprising given MuRILs unique mul-
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tilingual pretraining setup that uses 17 Indian lan-
guages. On the other hand, HindiBERT, does not
exhibit good transfer even when trained on the full
dataset (multiiingual condition), probably due to a
lack of English support. However, it also fails to
demonstrate improved performance in the mono-
lingual condition compared to the multilingual mod-
els, where the multilingual models do not hold any
advantage.

It is both interesting and relevant to compare our
results to those reported in the XL-WiC paper (Ra-
ganato et al., 2020). Similar to their work, we de-
veloped a new dataset and benchmark and made
it available for the research community. However,
unlike Raganato et al. (2020) who showed that lan-
guage models are effective performers in the zero-
shot cross-lingual setting, our results show the op-
posite. It is worth getting to the bottom of this dis-
crepancy, as it may influence the methods devel-
oped to support other low resource languages in
the future.

Raganato et al. (2020) developed WiC datasets
for twelve languages (Bulgarian, Chinese, Croat-
ian, Danish, Dutch, Estonian, Farsi, French, Ger-
man, ltalian, Japanese, and Korean), and simi-
larly to our experiments, tested the performance
on these in zero-shot, monolingual, and multilin-
gual settings. Contrary to our finding, their results
demonstrate clear zero-shot transfer, albeit mod-
est, in all twelve languages. Their monolingual and
multilingual finetuning conditions showed mixed re-
sults, with some languages having better perfor-
mance in monolingual setting and some in multilin-
gual setting. These findings are similar to our own
results that show multilingual training may not help,
and can even worsen performance compared to
monolingual setting.

One potential explanation for the absence of
zero-shot transfer in our study could be attributed
to the dissimilarity between English as the source
language and Hindi as the target language. It was
suggested that zero-shot transfer is more effective
for linguistically similar languages, and that En-
glish and Hindi are simply too dissimilar to trans-
fer effectively (Lauscher et al., 2020; Senel et al.,
2024). However, it is worth noting that Hindi
and English both belong to the Indo-European
language family, which makes them considerably
closer when compared to some other language
pairs that have been reported to facilitate zero-
shot transfer by Raganato et al. (2020). Notably,
their study demonstrated the most successful zero-
shot transfer outcomes for Farsi, another Indo-
European language, as well as for Chinese, which
belongs to a different language family altogether.
This challenges the hypothesis of language simi-
larity as a factor influencing zero-shot transfer suc-
cess.

Another potential explanation for the absence of
the transfer results observed in this study may be
related to different methodologies employed in con-
structing the WiC datasets in our study compared
to previous research, as well as the varying levels
of granularity in sense distinction. Raganato et al.
(2020) utilized WordNet and Wiktionary for con-
structing their WiC datasets, reporting larger zero-
shot transfer for the former than the latter. Word-
Net offers highly refined sense distinctions, often
surpassing distinctions made by native speakers
themselves. In contrast, our Hindi WiC dataset re-
lies on human annotations of text, similar to Sem-
Cor Miller et al. (1993), which yields more natu-
ral but coarser sense distinctions for polysemous
words. Consequently, our dataset aligns more
closely with Wiktionary in terms of sense distinc-
tion granularity. Following this line of reasoning, it
would be expected to exhibit even less zero-shot
transfer, as our results confirm. Importantly, we
are not asserting that transfer between English
and Hindi is unattainable, or that finer WordNet-
based sense distinctions are inferior to coarser dis-
tinctions. Instead, we emphasize the significance
of considering the different levels of granularity be-
tween the source and target languages when as-
sessing transferability.

7. Future work and Limitations

In future research we propose to investigate
these two potential factors, language similarity and
sense granularity, in order to understand how new
resources in other languages should be curated.
We emphasize that these factors, which may ex-
plain the discrepancy between our results and
these of Raganato et al. (2020), do not undermine
or weaken the validity or our empirical findings that
such transfer is not found in the Hindi WiC.

Curating the Hindi WiC was greatly facilitated
by the availability of the above mentioned sense
annotated Hindi Corpus (SAHC) (Singh and Sid-
diqui, 2016). SAHC provides a list of polysemous
words, and the sentences in which these words are
used in. This allowed us to transform SAHC to
a WiC-style dataset rather straightforwardly (see
§ 4). However, many low resource languages may
lack similar sense annotation corpora, a glossary
of polysemous words, or even a quality and exten-
sive digitized corpora, as per their definition of be-
ing low resource. We thus expect that curating a
WiC-style dataset in other low resource languages
would require more efforts.

Given the time and costs involved in curating hu-
man annotated polysemous dataset like WiC, our
findings are able to mitigate at least some of these
concerns. Our study demonstrates that the num-
ber of training examples (i.e., sentences) required
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to obtain significant gains in the WiC setup need
not be high, and that models can generalize quite
well to "out of vocabulary” polysemous words (i.e.,
number of unique polysemous words can be kept
quite low). Understanding that the size and scope
of the required resources is within their reach, re-
searchers may be more inclined to take the chal-
lenge and invest in their development. In an era
where Al is rapidly evolving and its impact on our
daily lives is steadily growing, it is crucial to ensure
that modern Machine Learning and NLP models
offer effective support to as many languages as
possible.

8. Conclusions

In this paper we presented the first WiC dataset in
Hindi with the objective to advance NLP research
in Hindi. The study has evaluated the efficacy of
transfer learning using the English WiC dataset in
zero shot and few shot settings. The outcomes of
this study provide strong and converging evidence
that in order to handle polysemy models must be
trained on data in the relevant language. This un-
derscores the importance of creating high quality
language-specific datasets.

9. Ethical considerations

In the realm of NLP, there has been notable
progress in embracing linguistic diversity. How-
ever, a substantial gap remains when it comes to
low-resource languages, which continue to be un-
derrepresented. Hindi serves as a prime example,
being one of the world’s most widely spoken lan-
guages. Despite efforts to promote inclusivity, the
lack of Hindi-specific resources, including a sense-
annotated Hindi corpus for constructing datasets,
is glaring, which has an adverse effect on basic
NLP capabilities in Hindi. This research paper
aims to shed light on the deficiencies in ongoing
inclusivity efforts within NLP. It introduces the inau-
gural Hindi variant of WiC, an innovative resource
poised to bolster Hindi-focused NLP research, par-
ticularly in Word Sense Disambiguation and pol-
ysemy handling. This resource has the potential
to enhance Hindi’s overall performance in various
NLP tasks that require word sense disambigua-
tion as part of pre-processing stage, or that are
sensitive to polysemous words. The creation of
such resources underscores the NLP community’s
recognition of the critical role that linguistic diver-
sity plays in driving various NLP applications and
advancing the field, thereby promoting digital and
Al equality worldwide.
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