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Abstract

This paper explores how compounds are represented in resources documenting word formation, and proposes ways
to convert them into Linked Open Data using the OntoLex model. The ultimate purpose is to offer a broad empirical
evaluation of which of the two OntoLex modules allowing for the representation of compounds — Decomp and Morph —
fits best the different formats and theoretical approaches of the resources we examine. We show that the vocabulary
of Decomp alone is rarely sufficient to account for all relevant facts; in almost all cases, it is necessary to resort to the
vocabulary of Morph, either to reify the relation between compounds and their constituents or to represent specifically
morphological information or other aspects. Special attention is devoted to the format of the Universal Derivations
project: the modelling strategy that we propose can be applied to all resources harmonized in that format, potentially
allowing for the conversion into Linked Open Data of a large amount of structured data.
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1. Introduction and Motivation

After years spent developing digital resources for
languages, the idea of not only collecting data pub-
lished independently and in different formats in in-
frastructures (like CLARIN,! DARIAH,? and META-
SHARES?), but also of making them structurally
and semantically interoperable, has begun to gain
ground. Principles and technologies of the Linked
Open Data paradigm have been increasingly ap-
plied to achieve such interoperability. In this context,
relations between data are represented explicitly by
means of the RDF (Resource Description Frame-
work) data model (Lassila and Swick, 1998), where
information is coded in triples of the form subject-
predicate-object, all the members of the triple being
“resources” with their own URI (Uniform Resource
Identifier), except for the object, that can also be a
literal. Community efforts — such as the ones of the
NexusLinguarum Cost Action* and the W3C con-
sortium® — led to the development of ontologies and
models for the modelling of both general purpose
and specifically linguistic knowledge.

Among those models, OntoLex (McCrae et al.,
2017), established itself as a de facto standard
for the modelling of lexical resources in the frame-
work of Linguistic Linked Open Data (Cimiano et al.,
2020). One of the aspects of words on which lexi-
cal resources often provide information is their mor-
phology. Starting from an already existing vocabu-
lary designed to represent morphological informa-

"https://www.clarin.eu/.
’https://www.dariah.eu/.
Shttp://www.meta-share.org/ .
*https://nexuslinguarum.eu.
Shttps://www.w3.org/.

tion — namely, the Multilingual Morpheme Ontology
(Klimek et al., 2021) — work has been conducted
to release Morph (Klimek et al., 2019; Chiarcos
et al., 2022b), a module designed to be fully inte-
grated into the OntoLex core vocabulary and more
specifically devised for the modelling of the kind
of morphological information that is typically found
in dictionaries, as well as in other kinds of lexical
resources.

Originally, the morphological process of com-
pounding was considered to be out of the scope
of Morph: in the diagram sketched in Klimek et al.
(2019), there is no dedicated class or property. This
was motivated by the fact that another, already ex-
isting OntoLex module was considered to be capa-
ble to model the internal structure of compounds
— namely, Decomp, which allows for the decompo-
sition of complex lexical entries (both Multi-Word
Expressions and compounds) in their constituents
or components (see Subsection 2.2 below). At a
later stage, however, it became clear that the De-
comp vocabulary was not always sufficient for this
purpose. Therefore, classes for compounding rela-
tions and rules were introduced in Morph alongside
derivational ones (see Subsection 2.3 below).®

As a consequence, there are now two modules of
OntoLex — Morph and Decomp — that can be used
to represent compounding. This raises the question
of which one is more appropriate in specific cases,
and for what reasons. Such a question is made es-

®This history is for the most part not documented
in published work, but it can be retraced in the min-
utes of the internal discussion of the group working on
Morph within the NexusLinguarum Cost Action. These
are all available at https://github.com/ontolex/
morph/tree/master/minutes.
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pecially interesting by the fact that there is not only
a plurality of lexical resources that provide informa-
tion on compounds, using different formats and ap-
proaches, but also a plurality of possible theoretical
views on how the process of compounding should
be conceived in the architecture of grammar and
the lexicon. The very concepts of “compound” and
“compounding” are at the centre of a long-standing
linguistic debate (Lieber and Stekauer, 2011), and
many issues that are problematic for their theoret-
ical definition also raise significant problems con-
cerning their formal representation. Among these
issues, there are two in particular that cannot be
overlooked at all, namely the question of whether
compounds are the outcome of a morphological or
syntactic process (Gaeta and Ricca, 2009), and the
question of whether compounds are formed starting
from words or rather lexical morphemes (Scalise
and Vogel, 2010). Each of these questions brings
with it several other problems (just to mention one,
the fuzzy boundary between proper compounds
and other types of Multi-Word Expressions), which
must be dealt with when devising resources for
the formal (and computational) representation of
complex words. Dealing with the more theoretical
and general aspects of the compounding process,
investigated with reference to as many languages
as possible, is of the utmost importance even if one
adopts a purely computational perspective, since
it helps creating resources that, while devoted to
a single language, may talk to each other and be
linked together.

The goal of this paper is to offer a broad em-
pirical evaluation of the relevance of classes and
properties of the OntoLex vocabulary for the repre-
sentation of compounding in relation to the plural-
ity of lexical resources capturing derivational mor-
phology and word formation processes. As men-
tioned above, within the OntoLex framework, both
Decomp and Morph allow for the modelling of com-
pounding. Hence, we first describe in Section 2
the OntoLex core model (Subsection 2.1) and the
Decomp (Subsection 2.2) and Morph (Subsection
2.3) modules. We then analyze in Section 3 some
resources where compounds are included, to under-
stand which module best suits each resource and to
test the general guidelines against real-world data.
We focus on resources that are not included in the
UDer (Universal Derivations) project (Kyjanek et al.,
2020) in Subsection 3.1 and move to ones that are
included therein in Subsection 3.2. We deal with
the specific data formats of standalone resources
in Subsection 3.2.1, while in Subsection 3.2.2 we
propose a more general modelling strategy that can
be applied to any resource harmonized in the UDer
format. In Section 4, we conclude that Decomp
alone is rarely sufficient for the representation of
compounding, and it is almost always necessary to

resort to Morph too, and we sketch possibilities for
future work.

2. Reference Vocabularies

2.1. The OntoLex Core Model

The general aim of the OntoLex vocabulary is to
make it possible to provide rich linguistic grounding
for ontologies, allowing for the representation of
morphological, syntactic and semantic properties
of lexical entries. Besides the core model, addi-
tional modules have been released to account for
more specific information: Synsem for syntax and
semantics,” Decomp (already mentioned in Sec-
tion 1) for the decomposition of lexical entries,® Var-
trans for variation and translation relations,® Lime
for metadata,’® Lexicog for lexicographic informa-
tion;'" other modules are currently being devel-
oped, such as the one for frequency and attestation
in corpora, FrAC,'2 and Morph (already mentioned
in Section 1).

As shown in Figure 1,'® the OntoLex core
model revolves around the central class on-
tolex:LexicalEntry, for which sub-classes'
are introduced to cover not only for usual lexemes
(ontolex:Word), but also for Multi-Word Expres-
sions (ontolex:MultiwordExpression) and
affixes (ontolex:Affix) . For each lexical entry,
information can be provided on both formal and se-
mantic aspects. Regarding formal aspects, there is
aclass ontolex:Formthat can be used for the dif-
ferent concrete realizations of lexical entries — e.g.,
inflected wordforms. These can be mapped to the
corresponding entry by means of either the prop-
erty ontolex:canonicalForm, when dealing
with the citation form, or ontolex:otherForm
otherwise. Regarding semantic aspects, ded-
icated classes and properties are defined for
senses (cf. the class ontolex:LexicalSense,
the inverse properties ontolex:sense and
ontolex:isSenseOf to map entries to

"nttps://www.w3.0rg/2016/05/ontolex/
#syntax—-and-semantics-synsemn.

8https://www.w3.0rg/2016/05/ontolex/
#decomposition-decomp.

*https://www.w3.0rg/2016/05/ontolex/
#variation-translation-vartrans.

10https://www.w3.org/2016/05/ontolex/
#metadata-lime.

"https://www.w3.0rg/2019/09/lexicog/.

https://acoli-repo.github.io/
ontolex-frac/.

®See the W3C community report published at
https://www.w3.0rg/2016/05/ontolex/ for ad-
ditional details.

"“These are indicated by arrows with a white head in
this diagram and the following ones.
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Figure 1: The OntoLex core model.

senses) and concepts (cf. the class on-
tolex:LexicalConcept, the inverse properties
ontolex:evokes and ontolex:isEvokedBy
to map entries to concepts, the inverse prop-
erties ontolex:lexicalizedSense and
ontolex:isLexicalizedSenseOf to map
concepts to senses, the inverse properties on-
tolex:concept and ontolex:isConceptOf
to map concepts to ontology entities).

2.2. The OntoLex-Decomp Module

The OntolLex-Decomposition module (Decomp)
aims to account for the structure of complex lex-
ical entries, both Multi-Word Expressions and
compounds. This can be achieved through
two different properties: decomp:subterm or
decomp:constituent. More technically, the
range of the former property is the class on-
tolex:LexicalEntry (i.e., only individuals of
that class can be used as its object), while
the range of the latter property is the class de-
comp : Component, whose individuals may cor-
respond to (decomp:correspondsTo) a lexi-
cal entry (ontolex:LexicalEntry), a seman-
tic role (synsem:Frame) or a grammatical one
(synsem:Argument), as shown in Figure 2.°
The choice between these two properties de-
pends on the characteristics of the data under
consideration: for instance, to represent seg-
mentations that refer to the corresponding canon-
ical forms of the lexical entries involved, de-
comp: subterm can be used, while to represent

5See https://www.w3.0rg/2016/05/
ontolex/#decomposition-decomp for additional
documentation.

segmentations that identify constituents as they ap-
pear in the complex form, decomp: constituent
seems to be the most suitable option.

subterm
Lexical ]
Entry
constituent constituent
correspondsTa v
Argument |« Component
cofrespondsTo
correspondsTo
Frame

Figure 2: The OntoLex-Decomp module.

2.3. The OntoLex-Morph Module

The OntoLex-Morphology module (Morph), illus-
trated in Figure 3,'® aims to model the mor-
phological information expressed in dictionaries
and other lexical resources. Morph is inte-
grated into the OntoLex core model via the class
morph : Morph, which is defined as a subclass of
ontolex:LexicalEntry. Withinits architecture,
there are two main components, one for description
(extensional morphology) and one for generation
(intensional morphology) (Chiarcos et al., 2022b),

®We refer to version 4.13, as described in Chiarcos
et al. (2022b); see https://github.com/ontolex/
morph/tree/master for the current state of the model.
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Figure 3: The OntoLex-Morph module, draft version 4.13 (2022).

both modelling derivational and inflectional mor-
phology. As for the inflectional section of the mod-
ule, it is important to note that it is possible to ac-
count for the segmentation of forms into morphs
via the property morph:consistsOf (cf. the ap-
plication to Morpholex in Subsection 3.1). Here,
however, we will focus on the derivational section.

Classes and properties for the representation of
compounding were introduced into Morph when
it became clear that the Decomp vocabulary was
not always sufficient for this purpose. For instance,
a proper modelling of compounding in the Word
Formation Latin lexicon (Litta and Passarotti, 2019)
requires a reification — i.e., a dedicated class —
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of the relation between compounds as wholes
and each of the members they are composed
of, reification that cannot be expressed with
Decomp (Pellegrini et al., 2022). Hence, the class
morph:CompoundRelation was introduced as a
subclass of morph:WordFormationRelation,
which is, in turn, a subclass of a class from the Var-
trans module — vartrans:LexicalRelation.
These classes share the same structure:
their individuals — i.e., relations — use prop-
erties from Vartrans to connect a source
element (vartrans:source) and a target one
(vartrans:target) —i.e., the two lexical entries
involved. Thus, rather than resorting to Morph in
some cases and Decomp in others, derivation
and compounding can be treated with the same
vocabulary, as it seems more adequate for
resources like Word Formation Latin, where the
two processes are distinct yet treated similarly.

An analogous bipartite structure is found
in the generation component: word forma-
tion relations are connected to the class
morph:WordFormationRule through a homony-
mous property morph:wordFormationRule,
and there are dedicated subclasses for compound-
ing and derivation rules (morph : CompoundRule
and morph:DerivationRule), respectively.

3. Applications to Resources

Out of the 90 resources for word formation listed
by Kyjanek (2020), we identified 8 that explicitly
document compounding. Among those, here we
will not consider the following ones: Word Forma-
tion Latin (Litta and Passarotti, 2018), because it
is extensively treated in previous work (Pellegrini
et al., 2022; Chiarcos et al., 2022b); WiktiWF,'” be-
cause it is currently under development and there
is neither a stable release nor any publication; the
Russian Morphological Database,'® because mod-
elling options similar to the ones devised for other
resources can be applied in that case too; and
the Czech DeriNet (Vidra et al., 2021), because
its format corresponds to the target format of the
UDer project, that will be considered separately in
Subection 3.2.2.

We will thus describe the resources that are
not included in UDer in Subsection 3.1 — namely,
Morpholex and Morphonette — and the ones that
are included therein in Subsection 3.2 — namely,
CroDeriV and Golden Compound Analyses. For
each of these resources, we will evaluate which
module between Decomp and Morph is best suited

17https://github.com/lukyjanek/
wiktionary-wt.

Bhttp://courses.washington.edu/
unimorph/userInterface/rvnkur.php.

to model the data concerning compounding, con-
sidering the architecture of the two modules and
the technical and linguistic characteristics of the
resources — more precisely, the data format and
the type of morphological analysis.'®

3.1.

MorphoLex (Sanchez-Gutiérrez et al., 2018; Mail-
hot et al., 2020) consists of two datasets, one doc-
umenting English (Sanchez-Gutiérrez et al., 2017)
and the other French (Mailhot et al., 2019). Both
datasets can be considered as morpheme-oriented
(Kyjanek, 2020), in that they present a segmenta-
tion of their entries which reduces the elements
composing them to their citation form. Therefore,
compounds can be considered as lexical entries
composed of other lexical entries, and hence rep-
resented with Decomp, through the property de-
comp: subterm, as shown in the listing below.2°

Resources not in UDer

:ice a ontolex:LexicalEntry.
:pick a ontolex:LexicalEntry.
:icepick a ontolex:LexicalEntry;
decomp:subterm :ice, :pick.

However, also wordforms other than the citation
form are found — e.g., plural forms such as icepicks.
These items fit the definition of the ontolex:Form,
rather than ontolex:LexicalEntry, since they
are grammatical realizations of lexical entries.
Hence, as shown in the listing below, to repre-
sent their segmentation it is necessary to resort
to Morph, as Decomp can only be used to specify
the structure of lexical entries.

:icepicks a ontolex:Form;
morph:consistsOf :ice,

The MorpholLex case is relevant because it
shows that even if a resource is characterised by
a morphological analysis based on segmentation,
it is not necessarily the case that Decomp is the
most suitable module for modelling its data.

Morphonette (Hathout, 2017) is a paradigm-
oriented resource documenting French (Hathout,
2011). Morphonette groups morphological data
into a morpho-lexical network originated by the
crossing of two kinds of morphological relations,
namely family relations and series relations, based
on the sharing of segmental material between pairs
of words. A family relation is the relation between
words that share the same base — e.g., between

:pick.

®An overview of the modules used for each resource
and the motivations behind the choice is given in the
Appendix, also for the resources not discussed in this
work, on which see Benzoni (2023).

20|n our examples, we do not give a namespace for re-
sources that are not in any existing vocabulary or dataset,
but need to be introduced for the data at hand (e.g., the
lexical entry : icepick).
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Fr. modifiery and modificationy ‘change’. A series
relation is the one between words that are formed
by means of the same morphological process —
e.g. between Fr. modificationy and rectificationy
‘rectification’.

Given the central role played by relations in this
resource, it is reasonable to reify them using the
vocabulary of Morph. It is important to note that in
Morphonette compounding and derivation are not
explicitly distinguished: hence, the more general
class morph:WordFormationRelation can be
used for both. Since family and series relations
are specific kinds of word formation relations, it
seems reasonable to establish two subclasses of
morph:WordFormationRelations to represent them,
as shown in the listing below.

:FamilyRelation rdfs:subClassOf
morph:WordFormationRelation.
:SeriesRelation rdfs:subClassOf
morph:WordFormationRelation.

raberroscope a ontolex:LexicalEntry.
:microscope a ontolex:LexicalEntry.

:rel a :SeriesRelation;
vartrans:source :aberroscope;
vartrans:target :microscope.

This case is notable for two reasons: first, Mor-
phonette is a resource that nicely exemplifies that
a strict correlation might occur between theoreti-
cal approaches and the technical aspects of a re-
source; second, precisely for the aforementioned
correlation, this example proves the flexibility of
Morph in front of the plurality of possible theoretical
views, concerning not only compounds but mor-
phology in general.

3.2. Resources in UDer

3.2.1. Standalone Resources

Golden Compound Analyses (GCA) (Vodolazsky
and Petrov, 2021) is a resource documenting Rus-
sian containing compounding rules for the train-
ing, test and validation of a compound splitter
(Vodolazsky and Petrov, 2021). Hence, GCA is
a resource based on word formation rules, involv-
ing the input and output PoS of each part of the
compound, or (for non-lexical items like interfixes)
their morphological status — e.g., rule754([noun +
ITFX] + adj — adj) for the example we provide be-
low in this subsection. Given the presence of rules
that relate the members of compounds, a reifica-
tion of compounding relations, to which those rules
can be connected, seems more appropriate for the
modelling of GCA, thus requiring to resort to the vo-
cabulary of Morph. The data are structured in this
way: firstly, there is a rule, followed by a compound
that matches the given rule and then its output PoS

is provided. Finally, the compound elements are in-
dicated through their citation form and respectively
associated with their input PoS. For instance, za-
sukhoustoychivyy ‘drought-resistant’ is coded to be
an adjective, formed according to rule 754 ([noun +
ITFX] + adj — adj), and its members are the noun
zasukha ‘drought’ and the adjective ustoychivyy
‘resistant’. Based on this structure, the compound
as a whole and each of its members can be con-
sidered asinstances of ontolex:LexicalEntry
and rules as instances of morph : CompoundRule,
as shown in the listing below.

:zasukhoustoychivyy a ontolex:LexicalEntry.
:zasukha a ontolex:LexicalEntry.
:ustoychivyy a ontolex:LexicalEntry.

:rule754 a morph:CompoundRule;
morph:generates :zasukhoustoychivyy.

:rell a morph:CompoundRelation;
vartrans:source :zasukha;
vartrans:target :zasukhoustoychivyy;
morph:wordFormationRule :rule754.

:rel2 a morph:CompoundRelation;
vartrans:source :ustoychivyy;
vartrans:target :zasukhoustoychivyy;
morph:wordFormationRule :rule754.

The source of interest in GCA is plainly the pres-
ence of word formation rules. Besides Word For-
mation Latin, among the resources considered, this
is the only one that offers the opportunity to provide
a practical example of modelling that requires a
reification due to the presence of rules.

CroDeriV (Sojat et al., 2023) is a lexeme-
oriented resource for Croatian, that also provides
a morpheme-oriented double segmentation of its
entries: there is a “deep” segmentation — where
grammatical morphemes are reduced to their un-
derlying form and lexical morphemes to their cita-
tion form — and a “surface” segmentation — where
the components are given in the segmental shape
in which they are found in the entry (Filko et al.,
2020). While Decomp is a suitable option for the
former segmentation, it is not sufficient for the latter,
where we find also morphological information —i.e.,
linking elements — that requires the use of Morph.
Furthermore, it seems advisable to introduce a reifi-
cation of the relation between a compound and its
members. This is motivated on the one hand by the
fact that compounding and derivation are treated in
a uniform fashion (compounding is simply seen as
a derivational relation with more than one parent),
thus making it undesirable to treat the former with
Decomp and the latter with Morph. On the other
hand, for compounds, one of the two relations is
identified as primary: a compound belongs to the
same family of its primary constituent, and not to
the same family of the other constituent. To rep-
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resent this information, we propose to introduce a
specific subclass of morph : CompoundRelation,
namely :MainRelation, as shown in the listing
below.

:dvolik a ontolex:LexicalEntry;
decomp:subterm :dva;
decomp:subterm :1ik;
ontolex:canonicalForm :dvolik_form.

:dvolik_form a ontolex:Form;
morph:consistsOf :dv, :0, :1lik.

:rell a morph:CompoundRelation,
:MainRelation;
vartrans:source :1lik;
vartrans:target :dvolik.

:rel2 a morph:CompoundRelation;
vartrans:source
vartrans:target

:dva;
:dvolik.

The modelling of CroDeriV data gave us a
chance to show a case where the vocabulary of
Morph is needed to convey specifically morpholog-
ical information about compounds — namely, the
linking element. Moreover, even if there might be
some redundancy in the coexistence of Decomp
and Morph, the joint use of the two modules shows
that they can be used to model different pieces of
information regarding compounds and their repre-
sentation.

3.2.2. The UDer Format

The Universal Derivations (UDer) project (Kyjanek
et al., 2021) aims to harmonise word formation
data originating from different resources to stan-
dardise their annotation based on a single format,
so that data published independently, documenting
different languages and using diverse formats, can
be more easily compared (Kyjanek et al., 2020).
More precisely, the UDer project shares the same
goal of Universal Dependencies (UD) (de Marneffe
et al., 2021) and Universal Morphology (UniMorph)
(Batsuren et al., 2022), even if they establish anno-
tation standards for different linguistic aspects, i.e.,
respectively, derivational morphology, syntax and
inflectional morphology.

167545.1

lichopfeslen#NNI2?2---—— A---? Lichopfeslen NOUN

Animacy=Inan&Gender=Masc&loanword=False
End=8s&Morph=lichopfes&Start=0&Type=Root | End=12&Morph=slen&Star
t=8&Type=suffix 167945.0
Sources=149597.0,167945.0&Type=Compounding
{"corpus_stats": {"absolute_count": 72, "percentile":
81.64787843087431, "relative frequency": 2.8724850505704583e-
08, "sparsity":

7.541742222856092}, "is compound": true,

"techlemma™: "lichopfeslen™}

Figure 4: An example of data in UDer format.

The target format of the data harmonised in UDer

is the one of DeriNet 2.0 (Vidra et al., 2019), a
lexeme-oriented resource documenting Czech, and
it is inspired by the CoNLL-U format (de Marneffe
et al., 2021). As illustrated in Figure 4, for each
lexical entry, relevant aspects of derivational mor-
phology concerning individual lexemes are anno-
tated via key-value pairs. Due to the nature of the
project, the file format needs to be flexible enough
to allow for the representation of resource-specific
data and information. However, given the relevance
of the UDer project, we here outline the modelling
of those pieces of information that can be systemat-
ically found in the file containing harmonised data.
Each aspect will be explained by taking the com-
pound lichopreslen ‘verticillaster’ from DeriNet as
an example.

Out of the key-value pairs listed by Vidra et al.
(2019), for the modelling of the UDer format, we
will consider the PoS Tag, the Morphological Fea-
tures, the Main Parent ID and the Parent Relation.
Within the DeriNet file, there is also a key to repre-
sent morphological segmentation, but since it is not
present in other files collecting harmonised data
from resources documenting compounding, we will
not consider it here —although it can be easily repre-
sented with Morph. We will also exclude the JSSON
column, because it is used for the coding of unpre-
dictable, resource-specific data, so it is difficult to
devise a modelling strategy that would be appropri-
ate for all resources.?! For the PoS Tag, the Uni-
versal Part-Of-Speech Tagset (Petrov et al., 2012)
is used (as in UD), whereas, for features, there is
only a partial overlap between the UDer Morpho-
logical Features set and the Universal Features set
used in UD, since the former has some ad hoc ad-
ditional features (e.g., to code whether an entry is
a loanword). The ad hoc nature of those additional
features hinders the usage of LexInfo, the vocabu-
lary OntoLex relies on to represent morpho-lexical
features (Cimiano et al., 2011). Hence, we propose
to model the content of the columns for PoS Tags
and Morphological Features by introducing two cor-
responding subclasses of oa:Annotation, from
the Web Annotation data model, illustrated in Fig-
ure 5.22 In this model, annotations connect a target
(the item to be annotated) and a body (the content
of the annotation). This allows for the flexibility that
we need: when a URI is available for the content
of the annotation (as happens for UD features), we
point to that URI; when this is not the case (e.g., for
the coding of loanwords), we point to a literal (i.e.,
the string found in the column). The listing below
provides examples that illustrate this difference.

2'However, since the information is coded in such a
common and structured format as JSON, it can easily be
recovered for further modelling.

Zhttps://www.w3.org/TR/
annotation-model/.
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Figure 5: The Web Annotation data model

:lichopreslen a ontolex:LexicalEntry.

:MorphologicalFeatures rdfs:subClassOf
oa:Annotation.

:lichopreslen_morph_feat
a :MorphologicalFeatures;
oa:hasBody
<https://universaldependencies.
org/cs/feat/Gender#masc—
masculine—gender>,
"Loanword=False";
oa:thasTarget :lichopreslen.

As for the Parent Relation field, there are
four types of relations, namely Variant (for
allographs), Derivation, Conversion and Com-
pounding. We propose to introduce ad hoc
classes that can be integrated into OntoLex and
its modules by establishing rdfs:subClassOf
relations with the already existing classes.
Since the :Typevariant relation is not a mor-
phological relation, it can be integrated as a
subclass of vartrans:LexicalRelation.
:TypeDerivation and :TypeConver—
sion can be integrated as subclasses of
morph:WordFormationRelation. On the
other hand, for the UDer Compounding relation,
there is no need to introduce a specific subclass,
as a class specifically for compounds is already
defined in Morph.

There is a last aspect that is worth mentioning,
namely the identification of the Main Parent ID.
The solution we propose is similar to the one de-
scribed in Subsection 3.2 above for the same issue
in CroDeriV. Every UDer relation has a main parent.
Thus, we propose to introduce another subclass of
vartrans:LexicalRelation, named :Main-
ParentRelation. One of the two relations intro-
duced for a compound will be at the same time
an instance of morph:CompoundRelation and
of uder:MainParentRelation, as shown inthe
listing below.

:rell a morph:CompoundRelation;
vartrans:source :lichy;
vartrans:target :lichopreslen.

:rel2 a morph:CompoundRelation,
:MainParentRelation;

:preslen;

:lichopreslen.

vartrans:source
vartrans:target

Therefore, with only a few extensions, the vo-
cabulary of Morph proves to be also capable of
modelling the data format of UDer — an advanta-
geous possibility, given the many resources that
are being released in that format, that once again
proves the flexibility of Morph.

Indeed, it is important to observe that a way to
convert the data of UDer into RDF triples using
the vocabulary of OntoLex and Morph has already
been sketched in Chiarcos et al. (2022a) for Ger-
man. Compared to their proposal, the one put for-
ward in this work is on the one hand less precisely
tailored on the details provided by a resource for
a given language, but on the other hand it has a
wider scope. Rather than outlining a way to con-
vert the data of a single resource in UDer for a
specific language, with all the details that it en-
codes, we propose a more general modelling so-
lution that, while leaving aside some details, has
the potential to be applied to any resource in UDer
format in a semantically richer fashion, by virtue
of the use of different (sub-)classes correspond-
ing to different kinds of relations, and of the possi-
bility to model information of different nature with
oa:Annotation. In any event, our proposal is
also broadly compatible with the one by Chiarcos
et al. (2022a) in that both use (sub-classes of)
the class morph:WordFormationRelation to
express the relations between morphologically re-
lated lexical entries.

4. Conclusions and Future Work

In this paper, we have reviewed several resources
documenting compounding, focusing on how they
can be modelled as Linked Open Data using the
OntoLex vocabulary (cf. Subsection 2.1). For each
case, we have highlighted the peculiar character-
istics that require resource-specific modelling, re-
garding both technical (e.g., data format) and the-
oretical aspects. In doing so, we have provided
a broad empirical evaluation of the two different
modules that can be used for the representation of
compounding — namely, Decomp (cf. Subsection
2.2) and Morph (cf. Subsection 2.3).

On the one hand, we have seen that Decomp
alone is often not sufficient to model compound-
ing. This confirms on a larger scale what has been
suggested in previous work focusing on specific
word formation resources for individual languages,
namely Latin (Pellegrini et al., 2022) and German
(Chiarcos et al., 2022a). On the other hand, Morph
proves to be flexible enough to be capable to cover

13965



for a remarkable variety of resources. This high-
lights the advantages of introducing an OntoLex
module specifically devised for the treatment of
morphological information, and shows that having
the possibility of using also this module to model
compounding yields benefits that overcome the re-
dundancy implicit in having two different vocabular-
ies (Morph and Decomp) for the same phenomenon
(compounding).

Furthermore, the evaluation presented in this pa-
per suggests best practices to decide which vo-
cabulary is more appropriate to handle specific
cases. To summarize, Decomp should be preferred
whenever it is sufficient — that is to say, in cases
where compounding can be simply modelled as
a decomposition of lexical entries, with no loss of
relevant morphological information. The use of
Morph should be restricted to cases where such
decomposition-based modelling is not sufficient.
Existing resources for compounding have provided
examples of aspects that require the use of Morph
to be modelled efficiently, namely:

» segmentation of forms, rather than lexical en-
tries (cf. Morpholex, Subsection 3.1);

» reification of word formation relations (cf. Mor-
phonette, Subsection 3.1);

* representation of word formation rules (cf.
GCA, Subsection 3.2.1);

» modelling of specifically morphological infor-
mation, like linking elements (cf. CroDeriV,
Subsection 3.2.1);

+ unified treatment with derivation (cf. CroDeriV,
Subsection 3.2.1).

Given this state of affairs, one may wonder — as
two anonymous reviewers did — why not just re-
sort to Morph, making it the only vocabulary whose
usage is recommended for resources of this kind.
The reasons why such an option is not adequate
can be retraced in the history of the development of
OntolLex itself. As was hinted in Section 1, the De-
comp module was part of the Ontolex vocabulary
from the very beginning, to allow for a modelling
of complex lexical entries, and their decomposition
into sub-parts, not only for compounds, but also
for complex lexical entries of different kind (chiefly,
Multi-Word Expressions). On the other hand, the
Morph module has been developed at a later stage,
with the modelling of morphology (chiefly, inflec-
tion and derivation) in mind. Compounding is ob-
viously potentially relevant in that it is part of the
morphology of languages. A key principle of Linked
Open Data is to reuse whenever possible and intro-
duce new vocabulary only when necessary. As a
consequence, since Decomp classes and proper-
ties were already available and explicitly envisaged

as to be used (also) for compounding, the initial
idea was leaving compounding out of the scope
of Morph, and just resorting to Decomp for that.
The fact that Decomp proved to be in many cases
insufficient for a proper modelling of compounding
motivates the addition of classes and properties
for that purpose in Morph. However, classes and
properties of Decomp cannot be disregarded, as
they are needed for other purposes that are not
covered by Morph, being outside the scope of mor-
phology. Therefore, having only one vocabulary
for compounding is not an option: this is what mo-
tivates the need for guidelines and best practices
for the usage of Morph or Decomp in that area.
Our proposal to use Decomp whenever sufficient
and Morph whenever necessary is consistent with
the history of the development of Ontolex, and it
has the additional benefit of backward-compatibility
with previous resources that might have used De-
comp for compounds. For instance, Decomp has
been used for the modelling of GermaNet (Chiar-
cos et al., 2022a). Such a modelling would still be
Ontolex-compliant despite the presence of classes
and properties of Morph usable in the same con-
text.

As a further step, by using the vocabulary of
Morph and only a few, minor extensions, we have
been able to propose a model for the data format
of the UDer project (cf. 3.2.2). This model can be
used not only for resources containing compounds,
but also for all the other resources harmonised in
UDer, paving the way for future work to convert
and publish UDer data as Linked Data. This would
be particularly useful considering the remarkable
amount of data available in that format.?® Further-
more, it would facilitate interoperability with other
datasets in standard formats for which a widely
applicable procedure for conversion to RDF has
already been proposed — e.g., UD (Chiarcos et al.,
2020; Mambirini et al., 2022) or Unimorph (Chiar-
cos et al., 2020, 2022a) — allowing for interesting
crossed queries — e.g., identifying all compounds
that are assigned a given dependency relation in
one or more UD treebanks, or extracting all inflected
forms listed in a Unimorph dataset for entries that
display a specific word formation relation. From a
more general perspective, having also the UDer
format easily translatable to RDF, alongside UD
and Unimorph, is advantageous both for the Linked
Open Data community — that can enlarge its cover-
age of large-scale data regarding different levels of
analysis for diverse languages — and for the com-
munities behind these enterprises — that can have
their data communicate with each other under the
same framework.

At the time of the writing of this paper, 31 re-
sources were included (https://ufal.mff.cuni.
cz/universal-derivations).
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Appendix. Summary table of resources documenting compounding and modules
used for their modelling

Resource Module(s) used Motivation
“deep” segmentation— Decomp
“surface” segmentation — Morph
. Need for a reification of the compounding
CroDeriV Decomp and Morph

relation — Morph
(more than one source —
morph : CompoundRelation)

Need for a reification of the compounding
relation

DeriNet / UDer Morph
(more than one source —
morph : CompoundRelation)
Golden Compound Analyses Morph Need for a reification of the compounding

relation

MorphoLex

Decomp and Morph

Segmentation of Lexical Entries — Decomp
Segmentation of Forms — Morph

Morphonette

Morph

Need for a homogeneous representation
of derivation and compounding

Russian Morphological Database

Decomp and Morph

Segmentation — Decomp
Need for a homogeneous representation
of derivation and compounding — Morph

Need for a homogeneous representation

WikiwF Morph of derivation and compounding
Need for a reification of the compounding
. : relation
Word Formation Latin Morph

(more than one source —
morph: CompoundRelation)
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