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Abstract
Building Non-autoregressive (NAR) models in image captioning can fundamentally tackle the high inference latency
of autoregressive models. However, existing NAR image captioning models are trained on maximum likelihood
estimation, and suffer from their inherent multi-modality problem. Although constructing NAR models based on GANs
can theoretically tackle this problem, existing GAN-based NAR models obtain poor performance when transferred
to image captioning due to their incapacity of modeling complicated relations between images and text. To tackle
this problem, we propose an Adversarial Non-autoregressive Transformer for Image Captioning (CaptionANT) by
improving performance from two aspects: 1) modifying the model structure so as to be compatible with contrastive
learning to effectively make use of unpaired samples; 2) integrating a reconstruction process to better utilize paired
samples. By further combining with other effective techniques and our proposed lightweight structure, CaptionANT
can better align input images and output text, and thus achieves new state-of-the-art performance for fully NAR
models on the challenging MSCOCO dataset. More importantly, CaptionANT achieves a 26.72× speedup compared
to the autoregressive baseline with only 36.3% the number of parameters of the existing best fully NAR model for
image captioning.

Keywords: Image Captioning, Non-Autoregressive Models, GANs

1. Introduction

Different with autoregressive (AR) models which
generate tokens one-by-one and thus have high de-
coding latency, non-autoregressive (NAR) models
obtain all tokens in parallel and provide a more effi-
cient method to obtain the results (Qian et al., 2021;
Ghazvininejad et al., 2019; Huang et al., 2022b).
This feature makes NAR models ideal for use in
scenarios demanding low latency. However, com-
paring with the rapid development of NARmodels in
machine translation (Xiao et al., 2023), its progress
in image captioning is relatively slow. Recent study
directly enhances performance by significantly sac-
rificing decoding efficiency (Fei, 2021; Yan et al.,
2021).
Exiting work constructs NAR image captioning

models based on Maximum Likelihood Estimation
(MLE) (Gao et al., 2019; Fei, 2020; Guo et al.,
2020), which meets obvious obstacles in their de-
velopments. First, MLE-based NAR models can
learn the marginal distributions of different candi-
dates, but lose word dependencies and remain
non-negative lower bounds in the KL divergence
between the learned distributions and real distribu-
tions (Huang et al., 2022a). Thus, these models
tend to generate ungrammatical sentences by mix-
ing words in different candidates, which is known
as the multi-modality problem (Gu et al., 2018).
Secondly, the difficulties in the alignment between
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Figure 1: The Performance of Compared Models.
The red, yellow and blue points indicate AR, SAR
and NAR models, respectively. The area indicates
the number of parameters.

images and text will cause greater errors in the
learned marginal distributions, thereby exacerbat-
ing the multi-modality problem by mixing irrelevant
candidates.
Different with MLE, which is inherently incom-

patible with NAR models, Generative Adversarial
Networks (GANs) (Goodfellow et al., 2014) denote
a more promising method. Their learned distribu-
tions can theoretically converge to the real distri-
butions with one single forward pass (Goodfellow
et al., 2014). It exactly fits the needs of NAR mod-
els. In text-to-image generation, GANs have been
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demonstrated to be an effective method. They can
generate high quality images with much lower la-
tency (Sauer et al., 2023; Kang et al., 2023). How-
ever, their potentials in image-to-text generation
have not been explored yet.

The main obstacle of adopting GANs in text gen-
eration comes from the non-differentiable sampling
operation in the generator, which prevents the gra-
dient of the discriminator from being passed to the
generator. Recently, Ren and Li (2022) introduce
a representation modeling method to tackle this
problem by removing the sampling operation dur-
ing training. It is later extended to NAR models
for incomplete information scenarios (Ren and Li,
2023). This model, which is denoted as Adversar-
ial Non-autoregressive Transformer (ANT), obtains
poor performance when transferred to image cap-
tioning (as shown in Figure 1). ANT is designed for
the scenarios with relatively simple input conditions
(e.g., class labels). In image captioning, however,
the input images are highly diverse, and ANT be-
comes incapable of building complicated relations
between images and text.

In this paper, we release the capacity of GANs in
image captioning by proposing an Adversarial Non-
autoregressive Transformer for Image Captioning
(CaptionANT). To enable the model to build more
complicated relations, the discriminator structure
in the previous work (Ren and Li, 2023) is modi-
fied to be compatible with contrastive learning, so
CaptionANT can better align images and text by
effectively making use of unpaired samples. In
addition, we integrate a reconstruction process to
further boost model performance by better making
use of paired samples. During the reconstruction
process, the key challenge comes from the ambigu-
ous reconstruction target led by the one-to-many
mapping relations in image captioning. We tackle
this problem by integrating part of target sentences
into the input so as to have clearer reconstruction
targets. By further combining with other effective
techniques (like feature ensemble and the trunca-
tion trick) and our proposed lightweight structure,
CaptionANT achieves new state-of-the-art perfor-
mance for fully NAR models on the challenging
MSCOCO dataset with much higher speedup and
lower parameter number (as shown in Figure 1).
The contributions of this paper can be summarized
as follows:

• Considering the limitations of MLE-based
NAR image captioning models, we propose
a GAN-based NAR model—CaptionANT. We
redesign the model structure and incorporate
contrastive learning in CaptionANT. It can ef-
fectively make use of unpaired samples to
model complicated relations between images
and text. To the best of our knowledge, Cap-
tionANT is the first GAN-based NAR model in

image captioning.

• We further propose to incorporate a reconstruc-
tion process into the training stage of language
GANs based on representation modeling meth-
ods. It can further improve model performance
by better utilizing paired samples. For the am-
biguous reconstruction targets led by the one-
to-many mapping relations, we propose to in-
tegrate part of target information into the input
so to have clear reconstruction targets.

• By further combining with other effective tech-
niques (like feature ensemble and the trunca-
tion trick) and our proposed lightweight struc-
ture, CaptionANT achieves new state-of-the-
art performance for fully NAR models with
lower parameter number and faster speed.

This paper is structured as follows. In Section 2,
we give an overview to non-autoregressive image
captioning models and generative adversarial net-
works. In Section 3, we elaborate the details about
our proposed model, CaptionANT. We introduce
our experiments and analyze experiment results in
Section 4. Finally, we draw a conclusion in Sec-
tion 5.

2. Related work

2.1. Non-Autoregressive Image
Captioning Models

Non-Autoregressive (NAR) models are first pro-
posed in machine translation (Gu et al., 2018) and
later extended to other areas (Ren et al., 2019).
Although these MLE-based models can learn the
marginal distributions of candidates, they tend to
mix words in different candidates due to the loss of
word dependencies (Huang et al., 2022a). Further-
more, the challenge of aligning image input and
text output brings inaccurate marginal distributions,
so these NAR models have additional difficulties in
image captioning.
Early study of NAR models in image captioning

adopts iterative-based methods to accelerate infer-
ence (Gao et al., 2019; Fei, 2020). To maintain
sentence-level consistent, Guo et al. (2020) inte-
grate the counterfactuals-critical multi-agent learn-
ing into the training objective. Their model is still
the best fully NAR model since recently proposed
models are either based on semi-autoregressive
(SAR) structures (Fei, 2021; Yan et al., 2021) or
iterative-based methods (Luo et al., 2023). These
models enhance performance by significantly sacri-
ficing the inference speed. The study about building
fully NAR models, which can generate captions in
higher quality and lower latency, has recently come
to a halt.
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2.2. Generative Adversarial Networks

Generative Adversarial Networks (GANs) (Goodfel-
low et al., 2014) are widely adopted in image gener-
ations (Karras et al., 2019, 2020; Sauer et al., 2022;
Zhu et al., 2017). Even competing with the pow-
erful diffusion models (Nichol et al., 2022; Saharia
et al., 2022) and autoregressive models (Zhang
et al., 2021; Yu et al., 2022), GANs get compara-
ble results with much faster speed in text-to-image
generation (Sauer et al., 2023; Kang et al., 2023).
However, their potentials in image-to-text genera-
tion have not been explored yet.

The main difficulty of adopting GANs in text gen-
eration is from the non-differentiable sampling oper-
ation when obtaining specific words. This sampling
operation stops the gradients from the discrimina-
tor passing to the generator. Early study adopts
REINFORCE (Williams, 1992) or continuous re-
laxations (Jang et al., 2017) to tackle this prob-
lem (de Masson d’Autume et al., 2019; Nie et al.,
2019). These methods are either high variance or
biased (Lin et al., 2020; de Masson d’Autume et al.,
2019). Thus, Ren and Li (2022) introduce a repre-
sentation modeling method to tackle this problem.
This method first converts words into representa-
tions, and then prompts the generator to recover
these representations. The representations are
then fed into the discriminator directly. This method
avoids the sampling operation during training, so
the gradients from the discriminator can be passed
through to the generator directly. Recently, this
method is further extended to building NAR models
for incomplete information scenarios (Ren and Li,
2023). However, it fails to generate high quality
results when transferred to image captioning due
to its limited capacity in aligning diverse images
and text.

3. Model

To allow the gradients from the discriminator to be
passed to the generator directly, we adopt the rep-
resentation modeling method (Ren and Li, 2022),
which can avoid the non-differentiable sampling op-
eration during training. More specifically, we first
adopt a model, which is denoted as Mapper in this
work, to map words into representations. Then, the
generator is trained to recover these representa-
tions under the guidance of the discriminator. Both
the representations from the mapper and the gener-
ator are fed into the discriminator as input, and the
discriminator needs to identify whether the input is
from the mapper or not.
The general structure of CaptionANT is shown

in Figure 2. As described above, there are three
different models in CaptionANT: Mapper, Discrimi-
nator and Generator. All these three models adopt

Transformer (Vaswani et al., 2017) as backbones
to support highly parallel computation.

3.1. Mapper
The mapper needs to map words into represen-
tations. It is trained before the generator and the
discriminator. The training process of the map-
per is described in the blue dashed box of Fig-
ure 2. A certain number of words in a sentence
are randomly masked or replaced, and the map-
per is trained to reconstruct the original input. We
follow the settings in the previous work (Ren and
Li, 2023), and incorporate the idea of variational
autoencoder (VAE) (Kingma and Welling, 2014)
into the training objective. More specifically, after
obtaining the mean µxi and standard deviation σxi

for each word xi, the mapper first adopts reparam-
eterization trick to obtain hidden representations
z′i = µxi

+σxi
·N (0, 1), and then uses the following

objective to train the model:

LA = −Ez′
i∼q(z′

i|xi)(logp(xi|z
′
i))

+KL(q(z′i|xi)||p(z′i))
(1)

where z′i is transformed into words by a linear layer
FLT . The vector µxi will be regarded as the repre-
sentation of xi and fed into the discriminator.

This training objective provides a dense and con-
tinuous representation space, so representations
slightly away from the central point can still be
mapped into correct words (Ren and Li, 2023).

3.2. Discriminator

3.2.1. Structure

The discriminator is consisted of a stack of Trans-
former blocks. Different with the discriminator in
the work of Ren and Li (2023), we do not observe
improvements from the look-ahead mask, so we
remove it and the input in different positions can
consider each other directly.
One key challenge in building the discriminator

is how to incorporate conditions into the model.
The previous work (Ren and Li, 2023) feeds the
condition representation as input. This structure
is also adopted in other GAN-based text-to-image
generation models (Reed et al., 2016; Zhang et al.,
2017; Li et al., 2019). However, it only considers
one pair of mismatched samples at a time and
can not effectively make use of them to build more
accurate alignments between images and text.
To tackle this problem, we separate the condi-

tion representation from the input. Instead, we
map input text to the same space as the condition
representation, so it can measure the correlation
between the two by calculating dot product. This
modeling method can efficiently utilize unpaired
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Figure 2: General Structure of CaptionANT.

samples through contrastive learning (which will
be introduced in Section 3.2.2). The detailed cal-
culation of this modeling methods is described as
follows:

ĥ
(l)
i = LN(MHA(h

(l−1)
i ) + h

(l−1)
i )

h
(l)
i = LN(DFFN(ĥ

(l)
i ) + ĥ

(l)
i )

h̃i =Whh
(LD)
i + bh

yi = h̃i · ĉᵀ

(2)

whereMHA(·) is the multi-head attention mecha-
nism (here is the self-attention, where query, key
and value are the same), LN(·) is layer normal-
ization, ĉ is the normalized image representation
(ĉ = c/||c||, and c is the image representation pro-
vided by the image encoder) and LD is the layer
number. DFFN(·) is the dependency feed forward
network (Ren and Li, 2023), which is calculated as
follows:

ĝi = GELU(ĥiWg + bg)

gi = ĝi−1Wl + ĝiWk + bo
(3)

where ĥi is the input of DFFN, and gi is the output,
which will be incorporated into the calculation of
Eq 2. DFFN directly models the relations between
ĝi−1 and ĝi, so it can strengthen the dependency
modeling capacity of the discriminator in the unsta-
ble training of GANs (Ren and Li, 2023).

3.2.2. Training Objective

We adopt Wasserstein distance (Arjovsky et al.,
2017) as the training objective:

LAdvD =− Ex∼Px [D(M(x), c)]

+ Ez∼Pz [D(G(z), c)]
(4)

where M(·) is the mapper, c is the condition rep-
resentation obtained by the image encoder, D(·)

and G(·) are the discriminator and the generator,
respectively. We adopt Lipschitz penalty (Petzka
et al., 2018) to stabilize the training process.

Contrastive Constraint To fully make use of the
advantages of our discriminator structure, we fur-
ther integrate a contrastive constraint into the train-
ing objective to regularize the model by considering
unpaired samples effectively. We first obtain the
representation of the k-th sentence Hk by calculat-
ing the mean of h̃i in different timesteps. Then, the
contrastive constraint is calculated as follows:

Cd = −τ exp(Hk · ĉᵀ/τ)∑
j=1 exp(Hj · ĉᵀ/τ)

(5)

where ĉ is the normalized condition representation.
We obtain the negative samples from two different
sources: 1) the real but mismatched sentences in
the same batch; 2) the synthetic sentences given
by the generator with the same batch of condition
representations. The real but mismatched sen-
tences can help the model quickly regularize its rep-
resentations in the early training, while the synthetic
sentences can further boost model performance
when the generator begins to generate real-like
sentences.

Incorporating the contrastive constraint, the com-
plete training objective of the discriminator is:

LD = LAdvD + λd · Cd (6)

where λd is a hyper-parameter which can adjust
the importance of the contrastive constraint.

3.3. Generator
3.3.1. Structure

The generator is constructed based on Trans-
former (Vaswani et al., 2017). The input is a train-
able matrix. The vectors obtained by the final Trans-
former block will be the word representations after



13910

a linear transformation. During training, these rep-
resentations (denoted as ri) will be fed into the
discriminator, and the discriminator will guide the
generator to obtain the representations following
same distributions with µxi from the mapper. Dur-
ing inference, ri will be transformed back into words
with the same linear layer FLT of the mapper.

Feature Ensemble An effective method to incor-
porate latent vectors plays a key role in the perfor-
mance of the generator. Previous work (Ren and Li,
2023; Lee et al., 2022) calculates shift and scale
vectors for the normalized input based on latent
vectors. We further enhance model performance
by adopting feature ensemble which can provide
images features from two representation spaces.
It is described as follows:

s′1
s′2
...
s′N

 = F1
M(z1) + F2

M(z2)

si = γ(s′i) ◦ LN(Xg
i ) + β(s′i)

(7)

where Xg
i is the trainable input matrix, γ(·) and

β(·) are linear layers after GELU (Hendrycks and
Gimpel, 2016), and si will be fed into a set of Trans-
former blocks as input. z1 and z2 are the concate-
nations of random noises and image features ex-
tracted by two different models. For the random
noise, we adopt the truncation trick (Brock et al.,
2019) which samples the noise in a truncated dis-
tribution during inference.
The transformation modules F1

M(·) and F2
M(·)

are in a same structure but with independent pa-
rameters. The design of the transformation mod-
ules will directly influence the performance, and a
detailed discussion is conducted in the following.

Light Position-Aware Self-Modulation Differ-
ent methods adopt different transformation mod-
ules. Self-modulation (Chen et al., 2019) uses
same layers at different positions, and the obtained
representations at each position are thus too similar
to recover the diverse word representations at differ-
ent positions (Ren and Li, 2023). Ren and Li (2023)
tackle this problem by proposing a Position-Aware
Self-Modulation (PASM) which adopts unique lay-
ers at different positions to obtain diverse represen-
tations.
This method, however, has independent layers

for each position. It causes a dramatic increase in
the number of model parameters, which we find is
not necessary. Instead, we propose and adopt a
Light Position-Aware Self-Modulation (Light PASM).
The transformation module (F1

M and F2
M in Eq. 7)

Figure 3: Effectiveness of Masked Sentence Rep-
resentation Shift (MSRS).

in our proposed model is:
ŝ1
ŝ2
...

ŝN
2

 =


W1

W2

...
WN

2

 · ẑ+

b1
b2
...
bN

2

 (8)


ŝN

2 +1

ŝN
2 +2

...
ŝN

 =W ′ ·


ŝ1
ŝ2
...

ŝN
2

+ b′ (9)

where ẑ is the z1 or z2 in Eq. 7. Light PASM first ob-
tains the hidden representations of the previous half
position with unique linear layers. Then, another
linear layer is adopted to get the remaining half of
the representations. This method can maintain the
diversity of representations between different po-
sitions while significantly reducing the parameter
number.
Different with existing NAR image captioning

models (Guo et al., 2020; Fei, 2021) which first use
an encoder to process image features and then
generate sentences with a decoder, the generator
in CaptionANT directly transforms image features
into sentences, so it has a lighter and more efficient
structure.

3.3.2. Training Objective

Corresponding to the discriminator, the adversarial
training objective of the generator is:

LAdvG =− Ez∼Pz [D(G(z), c)] (10)

In addition, we also adopt the following con-
straints to boost its performance.

Contrastive Constraint Similar to the discrimi-
nator, we adopt a contrastive constraint to better
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Model BLEU-1 BLEU-4 METEOR ROUGE SPICE CIDEr #Param. Speedup
Autoregressive Models
Up-Down (Anderson et al., 2018) 79.8 36.3 27.7 56.9 21.4 120.1 - -

M2-T (Cornia et al., 2020) 80.8 39.1 29.2 58.6 22.6 131.2 - -
A2-Transformer (Fei, 2022) 81.5 39.8 29.6 59.1 23.0 133.9 - -

AIC (bw=1) 80.3 38.9 28.7 58.5 22.4 127.1 54.9M 1.22×
AIC (bw=3) 80.4 39.2 28.8 58.6 22.5 128.6 1.00×

Semi-Autoregressive Models
PNAIC (Fei, 2021) 79.9 37.5 28.2 58.0 21.8 125.2 54.9M 5.43×

SAIC (Yan et al., 2021) 80.3 38.4 29.0 58.1 21.9 127.1 3.42×
Non-Autoregressive Models

MNIC (Gao et al., 2019) 75.4 30.9 27.5 55.6 21.0 108.1 36.0M 2.80×
IBM (Fei, 2020) 77.2 36.6 27.8 56.2 20.9 113.2 77.0M 3.06×

CMAL (Guo et al., 2020) 80.3 37.3 28.1 58.0 21.8 124.0 50.1M 13.90×
CaptionANT 80.8 38.0 28.7 58.7 22.5 126.2 18.2M 26.72×

Table 1: Evaluation Results on the “Karpathy” Split of MSCOCO Dataset.

align input images and output text.

Cg = −τ exp(H′k · ĉᵀ/τ)∑
j=1 exp(H

′
j · ĉᵀ/τ)

(11)

where H′k is the mean of h̃i from the discriminator
in different timesteps, and the negative samples
are the captions generated based on the unpaired
conditions in the same batch.

Reconstruction Constraint Reconstruction
constraint has been adopted to stabilize the
training and enhance model performance in image
GANs (Zhu et al., 2017). It provides a more effec-
tive way to utilize paired samples. However, how to
incorporate reconstruction constraint in language
GANs, which are based on the representation
modeling method, has not been explored yet. The
key challenge is from the diverse words in the
same positions among different candidates. We
give an example in Figure 3 (a). If the model
is trained to fit all candidates together, it will try
being close to the diverse word representations in
different candidates and finally degenerate to learn
mean values instead of specific representations.
We tackle this problem by proposing a Masked

Sentence Representation Shift (MSRS). When
calculating the reconstruction constraint term, the
input representations si obtained by Eq. 7 are
added with shift vectors as follows:

ei = Emb(xi) + posi

êi =Mask(ei, ρ)

ṡi = ω ◦MHA(si, êi, êi)

ŝi = si + ṡi

(12)

where xi is the i-th word of the sentence, Emb(·)
is an embedding layer, posi is the positional en-
coding for the i-th position, ρ is the mask rate,
MHA(query, key, value) is the multi-head atten-

tion, ω is a trainable vector which can directly con-
trol the scale of ṡi. This process is shown in the
blue path of Figure 2. It should be noted that ŝi
is only used when calculating the reconstruction
constraint, and the generator still adopts si as input
when calculating the adversarial loss and generat-
ing captions in inference stage.
The effectiveness of the MSRS is described in

Figure 3 (b). By providing shift vectors ṡi, MSRS
incorporates unmasked words into the input repre-
sentations. This approach reduces the number of
possible candidates and transforms the mapping re-
lations from input to output to a roughly one-to-one
relation. Thus, the model can learn to reconstruct
specific word representations instead of ambiguous
ones. The reconstruction constraint is:

Cr = ||µxi
− r′i||2 + λs||ṡi||2 (13)

where µxi
is the representation of the word xi ob-

tained by the mapper, r′i is the i-th word represen-
tation given by the generator, and λs is a hyper-
parameter. The norm of ṡi is also minimized, so
the shifted representation ŝi can be as close to the
original input representation si as possible.

With the constraints above, the complete training
objective of the generator is:

LG = LAdvG + λg · Cg + λr · Cr (14)

where λg and λr are both hyper-parameters which
can control the effects from the constraints.

4. Experiment

4.1. Experiment Setup
The MSCOCO dataset (Chen et al., 2015) is one
of most popular dataset in image captioning. We
adopt the widely used “Karpathy” splits (Karpathy
and Fei-Fei, 2015) to conduct experiments. It con-
tains 113,287 images for the training set, 5,000
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Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr
c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40

Up-Down (Anderson et al., 2018) 80.2 95.2 64.1 88.8 49.1 79.4 36.9 68.5 27.6 36.7 57.1 72.4 117.9 120.5
M2-T (Cornia et al., 2020) 81.6 96.0 66.4 90.8 51.8 82.7 39.7 72.8 29.4 39.0 59.2 74.8 129.3 132.1
A2-Transformer (Fei, 2022) 82.2 96.4 67.0 91.5 52.4 83.6 40.2 73.8 29.7 39.3 59.5 75.0 132.4 134.7
CMAL (Guo et al., 2020) 79.8 94.3 63.8 87.2 48.8 77.2 36.8 66.1 27.9 36.4 57.6 72.0 119.3 121.2

CaptionANT 80.3 94.7 64.5 88.2 49.4 78.5 37.1 67.3 28.4 37.3 58.2 73.0 120.9 124.7

Table 2: Evaluation Results on the Online MSCOCO Test Server.

Figure 4: CIDEr Scores of Different Structures.

images for the validation set and the test set, re-
spectively.

4.2. Evaluation Metric
We adopt standard evaluation metrics to com-
pare the performance of different models com-
prehensively: BLEU (Papineni et al., 2002),
METEOR (Lavie and Agarwal, 2007), ROUGE-
L (Lin, 2004), SPICE (Anderson et al., 2016),
CIDEr (Vedantam et al., 2015). Besides, we also
show the parameter numbers of different models
and the speedup value. The speedup value of Cap-
tionANT is calculated based on the average latency
of generating 10,000 sentences.

4.3. Implementation Details
The input size of the mapper and the generator
is set to be 384, and the hidden size of the FFN
is set to be 1,536, while the input size of the dis-
criminator is 768 and the hidden size of DFFN
is 3072. The head numbers are all set to be 8.
They are all stacked with 4 blocks. We adopt
AdamW as the optimizer of the mapper (β1 = 0.9,
β2 = 0.999, weight_decay = 1e−5) and the discrim-
inator (β1 = 0.5, β2 = 0.9, weight_decay = 1e− 4),
and Adam (β1 = 0.5, β2 = 0.9) as the optimizer of
the generator. The λd is Eq. 6, λg and λr in Eq. 14
are all set to be 1. The λs in Eq 13 is set to be 5.
For the discriminator, we use OpenCLIP ViT-

G/14 (Ilharco et al., 2021) as the image encoder.
For the generator, we additionally use the features

B1 B4 M R S C
CaptionANT 80.8 38.0 28.7 58.7 22.5 126.2
- w/o T. 80.0 37.1 28.3 58.3 22.0 123.5
- w/o F. 79.9 36.4 28.1 57.9 22.0 121.4
- w/o R. 78.5 35.1 27.3 56.8 20.7 116.0
- w/o P. (ANT) 74.9 31.1 25.7 54.3 19.0 102.4

Table 3: Ablation Study of CaptionANT.

from OpenCLIP ConvNext-XXLarge for the feature
ensemble module. All the parameters of the im-
age encoders are fixed during the training process.
Knowledge distillation (Kim and Rush, 2016) is
adopted as in previous work (Guo et al., 2020; Fei,
2021). The mapper is first trained and its param-
eters are fixed during the training of the discrim-
inator and generator. Different with the previous
work (Guo et al., 2020) which needs a careful ad-
justment of learning rates, our model can obtain
remarkable performance with fixed ones. The learn-
ing rates of the mapper, generator and discriminator
are set to be 1e-4, 1e-4 and 2e-4, respectively.

Our model is implemented based on Tensorflow1

and trained on NVIDIA GeForce RTX 3090. Our
source code will be released to the public in the
near future2.

4.4. Experimental Result
Overall Performance We compare the perfor-
mance of CaptionANT with both AR models (An-
derson et al., 2018; Cornia et al., 2020; Fei, 2022),
SAR models (Fei, 2021; Yan et al., 2021) and NAR
models (Gao et al., 2019; Fei, 2020; Guo et al.,
2020). Following previous work (Guo et al., 2020),
we choose AIC as our AR baseline. AIC is a Trans-
former based AR model which is first trained with
cross entropy and then fine-tuned with SCST (Ren-
nie et al., 2017).

The evaluation results of the “Karpathy” split and
the online server can be found in Table 1 and Ta-
ble 2, respectively. CaptionANT obtains new state-
of-the-art performance for fully NAR models. For
the “Karpathy” split, it achieves 126.2 for CIDEr,
which is 2.2 higher than the existing best fully NAR
model, CMAL (Guo et al., 2020). Besides, it is also

1https://www.tensorflow.org
2https://github.com/compdren/

CaptionANT/

https://www.tensorflow.org
https://github.com/compdren/CaptionANT/
https://github.com/compdren/CaptionANT/
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B1 B4 M R S C
Only Cd 80.5 37.5 28.4 58.4 22.1 124.3
Only Cg 79.3 36.8 28.0 57.8 21.5 121.7
Both 80.8 38.0 28.7 58.7 22.5 126.2

Table 4: Effectiveness of the Contrastive Con-
straints.

the only fully NAR model which can outperform the
reported results of PNAIC3. It obtains extremely
close performance compared with AIC (bw=1), and
even outperforms it on some metrics. It is the first
time a fully NAR model can achieve such remark-
able performance. More importantly, existing SAR
and NAR models need more than 50M parameters
to obtain close performance as the AR baseline,
while CaptionANT obtains the remarkable perfor-
mance with only 18.2M parameters. It is only 33.1%
parameters of the models like AIC and PNAIC, and
36.3% parameters of CMAL. Different with SAR
models, which improve model performance by sac-
rificing speedup, CaptionANT is 26.72× faster than
AIC (bw=3). This speedup is much higher than
other NAR models. In addition, Guo et al. (2020)
also introduce a variant of CMAL which makes use
of additional unlabeled data to get further improve-
ment (its CIDEr is 125.5 on the “Karpathy” split).
Even comparing with it, our model still obtains bet-
ter performance without making use of any addi-
tional data. More details about this variant can
be found in the paper of CMAL (Guo et al., 2020).
These experimental results demonstrate that Cap-
tionANT can achieve better performance with much
fewer parameters and faster speed.

Performance in Different Strucures We also
explore the differences brought by different discrim-
inator structures. We compare the performance
between Struct. A: the structure which uses image
representations as additional input of the discrimi-
nator as in the previous work (Ren and Li, 2023),
and Struct. B: the structure adopted in CaptionANT.
The results can be found in Figure 4 (a). Com-
pared to Struct. A, Struct. B can effectively make
use of unpaired samples to regularize hidden repre-
sentations. The discriminator thus can better align
images and texts, and finally obtains better perfor-
mance.

In addition, we replace the Light PASM in Captio-
nANT with Self-modulation (SM) and PASM. Their
performance is shown in Figure 4 (b). Both PASM
and Light PASM outperform Self-Modulation. It is
consistent with the results in the previous work (Ren
and Li, 2023). PASM and Light PASM provide di-

3SAR models can further improve performance by
sacrificing speedup. More experimental results on these
models can be found in their original papers.

Figure 5: Examples of Generated Captions.

Figure 6: Failure Cases.

verse input signals which can help models recover
different word representations more effectively. The
performance between PASM and Light PASM is
extremely close, but the parameter number is signif-
icantly reduced after adopting Light PASM (the pa-
rameter number of the model with PASM is 27.0M
while the number of adopting Light PASM is 18.2M).
It demonstrates that Light PASM can make the
model lighter while maintaining the original perfor-
mance.

Ablation Study Furthermore, we explore the ef-
fectiveness of the adopted techniques and show
the results in Table 3. The “T.”, “F.” and “R.” in-
dicate the truncation trick, feature ensemble and
the reconstruction constraint, respectively. The “P.”
indicates the projection structure in the discrimina-
tor of CaptionANT. After further removing it, the
settings will be similar to ANT (Ren and Li, 2023).
The performance continuously decreases after re-
moving these techniques, which demonstrates their
effectiveness.
The contrastive constraints are adopted in the

training objectives of the discriminator and the gen-
erator. We also conduct experiments to explore
its effectiveness and demonstrate the results in
Table 4. Both Cd and Cg contribute to the improve-
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ment of model performance, while the contribution
from Cd is more important. Cd can help the dis-
criminator obtain more reasonable hidden repre-
sentations, and identify irrelevant captions more
accurately.

Case Study The effectiveness of the contrastive
constraints can also be illustrated with the samples
in Figure 5. In the first case, the model fails to
capture the detail "flower" if one of the constraints
is disabled, while the detail is captured accurately
when using the two constraints together. In the
second case, the models confuse the numbers of
"bicycles" and the "bus" if the constraints are lost.
With the two constraints, the model describes the
numbers correctly.
To perform a complete analysis of CaptionANT,

we also show failure cases in Figure 6. In the
first case, CaptionANT meets an image in a less
common style and uses unrelated words (like sun-
glasses, and white tie) to describe it. For the sec-
ond case, although the style is a common one, the
content that describes two fighting zebras is not fre-
quent, and CaptionANT fails to describe this image
accurately. For the third case, CaptionANT gives a
general description, but misunderstands the rela-
tively complicated details (black and white stripes).
And it also fails to recognize that this plane is a
model airplane. These cases demonstrate that the
capacity of CaptionANT in processing less common
image styles or content and identifying complicated
details requires further enhancement.

5. Conclusion

In the paper, we first analyze the limitations of ex-
isting MLE-based NAR models, whose inherent
multi-modality problemwill be exacerbated in image
captioning. Although GANs have potential to tackle
this problem, the existing GAN-based NAR model
fails to learn complicated relations between images
and text, and thus obtains poor performance when
transferred to image captioning.

To tackle this problem, we propose CaptionANT.
CaptionANT is constructed based on GANs, so it is
naturally free from the multi-modality problem. To
model the complicated relations between various
images and text, we first modify the discriminator
structure to enable the use of contrastive learn-
ing. The model thus can effectively make use of
unpaired samples. Then, we integrate a recon-
struction process into the training to better utilize
paired samples. By further combining with other
effective techniques (like feature ensemble and the
truncation trick) and our proposed lightweight struc-
ture, CaptionANT achieves new state-of-the-art per-
formance for fully NAR models on the MSCOCO
dataset with 36.3% parameters of the existing best

fully NAR model and 26.72× speedup compared
with the AR baseline.

6. Ethics Statement

As a generative model, CaptionANT may generate
biased or offensive sentences (especially when
training data include these kinds of sentences). To
avoid this problem, additional filters can be adopted
before returning generated results to users.
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