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Abstract
Social media platforms are daily exhibiting millions of events. To preliminarily predict the mainstream public reaction
to these events, we study trendy response prediction to automatically generate top-liked user replies to social
media events. While previous works focus on generating responses without factoring in popularity, we propose
Popularity-Aligned Language Models (PopALM) to distinguish responses liked by a larger audience through
reinforcement learning. Recognizing the noisy labels from user “likes”, we tailor-make curriculum learning in proximal
policy optimization (PPO) to help models capture the essential samples for easy-to-hard training. In experiments, we
build a large-scale Weibo dataset for trendy response prediction, and its results show that PopALM can help boost
the performance of advanced language models.
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1. Introduction

Social media is a popular channel for users to voice
opinions and share information, making it an asset
for studying real-world events on diverse topics and
public views of them. It is a valuable resource for
analyzing and predicting events’ mainstream social
responses, benefiting various applications, e.g.,
early event analysis, public response simulation,
and comment generation (Wang et al., 2021a;
Sun et al., 2022a). However, the vast volumes of
daily-created events are beyond humans’ ability to
track each. Therefore, we study trendy response
prediction to automate the generation of top-liked
user responses, which can helpfully train language
models to predict the mainstream public reaction
before an event happens or in its early stages.
Here, response popularity is characterized by how
many users “like” it, where like is a social media
behavior showing an audience’s agreement to a
response (Gao et al., 2020).

Despite the breakthrough progress in automatic
response generation thanks to the advances in
large language models (LLMs) (Ouyang et al.,
2022b), most previous work focuses on generic
human responses without considering the popu-
larity factors in the social contexts. However, com-
pared to generic responses, popular responses
are much more closely linked to the events’ tra-
jectory (Ding et al., 2020) and better reflect the
mainstream voices of the public (Kano et al., 2018).

To illustrate this point, Figure 1 shows a soci-
etal event example about “Volunteer Leaked Exam
Questions” with its description post from Weibo
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POST:
#HIT reports volunteer incidents#: No contact with papers, further investigation planned. A
volunteer took photos of the postgraduate exam paper bag and posted online.
Preliminary investigation reveals they only handled barcode pasting on self-made envelopes.

  "Oh my, HIT is so rigorous! If HIT
is like this, how stringent are other
universities with their postgraduate
examinations?! ."                         

  "Even volunteers should
undergo some evaluation
and training. " 

  "LOL. Fair and safe
postgraduate exams seem
impossible."

14K
11K 1.4K

            "The volunteer's task was solely to paste barcodes on self-made question
envelopes without any contact with the actual papers. The school conducted a
preliminary investigation and plans to invite higher authorities for further
investigation."

Figure 1: A Weibo post about “Volunteer Leaked
Exam Questions”, followed by its top-3 trendy re-
sponses with like numbers. The bottom presents a
response sample generated by ChatGPT.

(a Chinese social media platform) and the top-3
trendy responses by audiences’ like numbers; we
also display ChatGPT’s prediction about the pos-
sible trendy response for comparison. As can be
seen, the real trendy responses can better reflect
people’s opinions and emotions, e.g., surprise at
the leakage of exam papers and doubts about ex-
amination fairness. In contrast to these specific
points, the output of ChatGPT focuses on a macro
level, hence inferior in reflecting essential and con-
crete public viewpoints.

Given these concerns, we propose Popularity-
Aligned Language Models (PopALM) to train lan-
guage models with popularity via reinforcement
learning. To the best of our knowledge, PopALM
exhibits the first effort to align language genera-
tion with social media popularity measure. We
adopt like numbers to train the reward function
and employ a PPO method to optimize the train-
ing process. However, like numbers, although
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as easy-to-access popularity indicators, are noisy
user-generated labels, which may be affected by
many factors beyond text, such as posting time,
authors, etc. These noisy labels may thus exhibit
implicit relations to the text features, substantially
challenging the training of reward functions.

To address this challenge, PopALM engages cur-
riculum learning (Bengio et al., 2009) into PPO to
filter out the noisy training samples and differenti-
ate the samples’ learning difficulty for optimizing
the learning pace from easy to hard. First, the re-
ward function leverages task-specific supervision
to align with trendy response prediction. Then, we
rank the samples based on the reward prediction
confidence to remove noisy samples, i.e., samples
with low confidence. Lastly, we employ the self-
paced learning strategy for the remaining samples
to progressively learn from easy to hard samples,
thus improving the overall learning efficiency.

As a pilot study on trendy response prediction,
we should benchmark the task with the first dataset.
To that end, we collect around 30K daily-trending
events from Weibo, each with the most popu-
lar post as its description. To explore trendy re-
sponses for each post, we also gather its user
replies associated with the like numbers for pop-
ularity learning. The main comparison results
in experiments demonstrate that PopALM helps
advanced language generation models improve
trendy response prediction quality in both auto-
matic and human evaluation. Then, ablation stud-
ies indicate the positive contributions of curriculum
learning strategies to PopALM’s overall effective-
ness. Next, quantitative analysis shows PopALM’s
superiority with varying training models and data
scales. Finally, we demonstrate the enhancing
effect of the generated responses on other tasks.

In summary, our contributions are three-fold:
•We present the first study on trendy response

prediction for social media events and build the first
large-scale benchmark for this task.
• We propose PopALM, a novel popularity-

aligned language model, with a tailor-made cur-
riculum learning for PPO to effectively learn from
noisy user-like labels in social media contexts.
• We extensively experiment on PopALM and

find that it works well in different LLMs and fine-
tuning methods to learn popularity and help predict
trendy responses.

2. Related Work

Response Generation. Our task is in line with
response generation, an increasingly popular
field in NLP. Its early work applied the RNN-
based sequence-to-sequence model and achieved
promising results (Shang et al., 2015; Xing et al.,
2018; Zhang et al., 2019). In recent years,

pre-trained large-scale language models have
brought many breakthroughs in natural language
generation, e.g., the GPT series (Radford and
Narasimhan, 2018; Radford et al., 2019; Brown
et al., 2020), T5 (Raffel et al., 2020), and BART
(Lewis et al., 2020).

Building upon these models, numerous methods
have been proposed to enhance response genera-
tion capabilities. DialoGPT (Zhang et al., 2020) is
tailored for response generation using comments
sourced from Reddit. The blender model (Roller
et al., 2021) refines the pre-trained model using
responses annotated by humans to emphasize
desired conversational capabilities, such as en-
gagement, knowledge, empathy, and personality.
PLATO (Bao et al., 2020) introduces discrete la-
tent variables to address the inherent one-to-many
mapping problem to improve response quality.

In this field, many studies also focused on au-
tomatic comment generation in a social media
context (Zheng et al., 2018; Qin et al., 2018).
Yang et al. (2019) allowed better encoding through
selected important contextual spans. Sun et al.
(2022b) leveraged the topic model to capture the
author’s styles for a personalized generation. How-
ever, most of these studies focused on generating
generic or individual’ comments, paying limited at-
tention to trendy response generation with popular-
ity measures, revealing a gap to address.

Language Models Alignment. Taking recent
advances in large language models (LLMs), many
studies examined how to align language mod-
els with human feedback (Stiennon et al., 2020;
Ouyang et al., 2022a). For example, ChatGPT,
a closely related model to InstructGPT (Ouyang
et al., 2022b), is specifically trained to follow human
instructions and has demonstrated state-of-the-
art performance in conversational abilities. Chat-
GLM is a bilingual language model that aligns the
General Language Model (Du et al., 2022) with
large-scale human instructions, achieving superior
performance in the Chinese response generation.
PopALM can be based on various language mod-
els and explores trendy responses with popularity
alignment, which has not been explored previously.

Popularity Prediction. Our work is related to
popularity prediction on social media, where users
express their preferences by voting, sharing, or
bookmarking a post. The count of such actions is
usually adopted as the popularity indicator. Lam-
prinidis et al. (2018) used a multi-task GRU network
to predict headline popularity. Kano et al. (2018)
employed such popularity measure to distantly su-
pervise extractive summarization. Gao et al. (2020)
leveraged social media feedback data (number of
replies and upvotes) to build a large-scale dataset



12869

Generated m responses
for each post

... ...

Sample    posts
for batch 

Predict Trendy Response

... ...

Reward Model

...

      generated  responses  
           for post 

+

+

+

...

Reward Enhance 

Reward Enhance for post 

...

Reward Ranking

Update Policy
Self-paced Sampling

Rewards larger than
pace parameter 

Select 

 
maximum rewards

training examples ranking

... ...

Initialized by SFT
 Language Model

Policy

Figure 2: The workflow of PopALM is based on curriculum learning enhanced PPO, which exploits three
novel strategies to leverage noisy user-like labels as popularity indicators. These strategies are Reward
Enhancement (left bottom; for task-specific supervision), reward ranking (right bottom; for filtering noisy
training samples), and self-paced reward sampling (right top; for training from easy to hard).

to classify user feedback. However, none of them
injects the popularity factors into language genera-
tion, which we will extensively explore.

3. Popularity-Aligned Language
Models

PopALM Overview. To begin with, we state the
problem of trendy response prediction as follows:
given post p, the model needs to generate trendy
responses Y = {y1, y2, ..., ym}, in which yi is one
of the popular responses. As shown in Figure 2
(the workflow to build PopALM), following Instruct-
GPT (Ouyang et al., 2022b), our framework con-
sists of three parts: supervised fine-tuning, reward
modeling, and reinforcement learning (RL). Our
RL algorithm is based on PPO, and we further
introduce curriculum-learning engaged PPO (CL-
PPO) to alleviate the noisy labels challenge in the
popularity learning of social media. We describe
our RL-based backbone framework in Section 3.1,
followed by our CL-PPO algorithm in Section 3.2.

3.1. Aligning LMs with Popularity via RL

Supervised Fine-tuning. We first fine-tune lan-
guage models (LMs) to predict trendy responses
using supervised learning. In this stage, we only
consider the one-to-one mapping relation between
one post and a trendy response. Given one post
p and its trendy responses Y , we pair p with each
response in Y , forming our supervised training

samples {(p, y1), (p, y2)..., (p, ym)}. Here, the train-
ing object for one post is to minimize the following
negative log-likelihood (NLL) loss:

LSFT = −E(p,yi)∼DSFT

m∑
i=1

T∑
t=1

− log p(yti |p, y<ti ), (1)

where T is the length of the response, DSFT is the
dataset for supervised fine-tuning, and yi is the i-th
golden response for p.

Reward Modeling. Then, we design the RL’s re-
ward to teach our model how to predict the popu-
larity of our generated responses. Specifically, it
takes in a post and response and outputs a scalar
reward by comparing between two responses given
the same post. The reward difference indicates
that one response has more like numbers than the
other. The loss function for the reward model is:

LRM (θ) = −E(p,yw,yl)∼DRM

[log(σ(rθ(p, yw)− rθ(p, yl)))], (2)

where θ is the training parameters of reward model,
rθ(p, y) is the scalar output of the reward model for
post p and response y, yw has higher like numbers
than yl, and DRM is the reward modeling dataset.

Reinfocement Learning. Inspired by Instruct-
GPT’s practice, we further update the SFT lan-
guage model using PPO (Schulman et al., 2017)
to leverage SFT results into the RL framework. Its
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loss function can be briefly described as follows:

LRL(φ) = −Ep∼DRL,y∼πRLφ (p)rθ(p, y) (3)

where πRLφ is the policy RL aims to optimize, which
is initialized by the SFT language model. Post p
is sampled from train dataset DRL, y is the output
responses of policy given p. For clarity of presen-
tation, we omit the detail of PPO here and refer
readers to Schulman et al. (2017).

3.2. Curriculum Learning-Enhanced
PPO

We can preliminarily align the language model with
popularity through the aforementioned learning.
However, unlike InstructGPT with real human feed-
back, we use like numbers as automatic labels for
assessing response popularity, which is noisy and
easily influenced by many factors beyond text.

We thereby incorporate curriculum learning into
the PPO algorithm (and present CL-PPO). It helps
filter out noisy training samples while differentiating
among training samples’ difficulty levels for better-
aligning LMs’ popularity learning with noisy labels.
CL-PPO has three novel components — reward en-
hancement (to provide task-specific supervision),
reward ranking (to remove noisy training samples),
and self-paced reward sampling (to allow easy-to-
hard training) as follows.

Reward Enhancement. In reinforcement learn-
ing, the rewards not only come from the reward
model but also include those directly related to
the task (Wu et al., 2023), such as the rewards
a robotic vacuum cleaner receives for collecting
garbage or the rewards earned from finding the
exit in a maze game. Inspired by this, PopALM in-
tegrates a reward enhancement mechanism, using
the overlap between the output and highly upvoted
responses as a task-specific reward signal. The
reward for a generated response y given post p is
defined as:

reθ(p, y) = rθ(p, y) + αmax
ŷ∈Ŷ

(Rouge(y, ŷ)), (4)

where reθ(p, y) is the enhanced reward, α is a
weight coefficient, and Ŷ is the golden trendy re-
sponses. Rouge(y, ŷ) returns the ROUGE-L score
between a generated response y and a golden re-
sponse ŷ, where the highest ROUGE-L between
them is selected to enhance the reward.

Reward Ranking. To mitigate the effects of noisy
training samples, we introduce a reward ranking
mechanism for PPO to increase the training sam-
ple quality. Specifically, consider a batch of posts,
denoted as {p1, p2, .., pb} (where b represents the
batch size); PopALM aims to gain a one-to-many

Algorithm 1 Curriculum Learning-Enhanced PPO
Input: RL Training dataset DRL, policy πRLφ , batch size
b, reward model rθ, pace parameter µ, acceptance ratio
1/k.
1: for batch Db from DRL do
2: for each p ∈ Db do
3: Predict m trendy responses via top-p sampling,

Y = {y1, y2, ..., ym} ∼ πRLφ .
4: Compute the reward of each response

{rθ(p, y1), rθ(p, y2), ..., rθ(p, ym)}
5: Compute the enhanced reward using Eq.4

{reθ(p, y1), reθ(p, y2), ..., reθ(p, ym)}
6: end for
7: Rank reward and select b(b ∗m)/kc training sam-

ples with maximum rewards.
8: Select the training samples with higher rewards

via self-paced sampling.
9: Update policy πRLφ using Eq.5

10: Update the learning pace via λ← λ− µλ
11: end for

capability to generate multiple trendy responses
for each post. To that end, for each post in the
batch, we generate m responses using a language
model with a top-p sampling method (Basu et al.,
2021). Then, we obtain the reward reθ for each
sampled response through the reward model and
enhancement mechanism. Finally, based on reθ
(reflecting the reward model’s confidence), we rank
the collected samples and shortlist the 1/k percent
of samples with the highest reward to engage in
the subsequent training. Samples with low rewards
are discarded because they signify low prediction
confidence and are considered noisy samples.

Self-paced Sampling. With the shortlisted train-
ing samples, we further incorporate the self-paced
learning method from curriculum learning to en-
hance learning efficiency. The intuition is to mimic
human knowledge acquisition, starting from simple
concepts and gradually tackling more difficult ones
requiring advanced skill sets. Here we measure
training samples’ learning difficulties with their re-
wards. Examples with higher rewards have higher
prediction confidence, making them easier to learn
from. We can thus start with the higher-rewarded
samples and then move to those with lower re-
wards. The ultimate learning objective of CL-PPO
is defined as follows:

LCL−PPO(φ) = −E(p,yi)∼DRank

[reθ(p, yi)vi − λ
|DRank|∑
i=1

vi]

s.t. vi =

{
1 if reθ(p, yi) = λ,

0 otherwise,
(5)

Here vi ∈ {0, 1} indicates whether the training
sample (p, yi) is selected, λ acts as a threshold
to the sampling process and is updated at every
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SFT RM RL
Training 2,5140 9,985 2,514
Development 867 3451 867
Test 1,824 7,249 1,824
Avg. Posts 119.8
Avg. Responses 25.8

Table 1: Statistics of SFT, RM, and RL datasets,
followed by the average length (token number) of
posts and responses from the raw data.

training step. In detail, for the reward reθ(p, yi) main-
tained after reward ranking, if it is smaller than the
threshold λ, we set vi zero as shown in Eq.5. In
this way, during the initial training, responses with
larger rewards (corresponding to more popular re-
sponses) predominantly contribute to the learning
process. As the training progresses, λ gradually
decreases, incorporating lower-rewarded samples
to increase the model’s generalization capability.
Algorithm 1 presents an overview of the entire train-
ing process of CL-PPO.

4. Experimental Setup

Dataset. To set up the experiment, we assem-
bled a new dataset from Weibo, a popular Chinese
microblog. For data collection, we first obtained
the most popular hashtags that have been in use
since January 2022, reflecting trending social me-
dia events. Then, we gathered the raw posts as-
sociated with each hashtag using Weibo’s search
API 1 and selected the post that garnered the most
comments as an event description. Next, for each
selected post, we extracted its comments using
the platform’s comment API. Finally, our dataset
comprised approximately 70,000 posts and 24 mil-
lion comments filtered from the raw datasets. We
did not specifically filter out comments posted by
popular authors, even though anything they post
might receive many likes. The reason is that many
popular authors might also be opinion leaders, of-
ten leading the mainstream voice on social media.
Furthermore, our model has the capability to filter
out some noise responses.

Based on the raw data, we gathered three
subsets for model training and testing: (1) SFT
dataset (with popular responses) to fine-tune the
language model for trendy response prediction;
we selected the top 10 comments for each post
as the gold response as the reference. (2) RM
dataset (with ranked responses) to train our reward
model, where the top 3 comments served as the
trendy responses, paired with negative samples of
less-liked responses. (3) RL dataset to train RL’s
policy to generate responses and provide trendy

1https://open.weibo.com/wiki/C/2/
search/statuses/limited
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Figure 3: Distribution of response frequency (y-
axis) over like numbers (x-axis). Red bars corre-
spond to the top 50% more popular responses and
the rest are blue.

responses as signals for reward enhancement. Ta-
ble 1 shows these datasets’ statistics. As can be
seen, responses are much shorter on average than
posts. It shows that audiences tend to voice their
viewpoints concisely, whereas posts may contain
richer information for event reporting.

To further analyze response popularity, we exam-
ine the SFT data and display the frequency distri-
bution over like numbers in Figure 3. It is observed
that the majority of responses garnered over 300
likes, meaning that our dataset exhibits sufficient
samples for learning trendy responses. Mean-
while, most responses demonstrate like numbers
between 300 to 7,500, whereas the very popular
ones (e.g., with over 7,500 likes) appear sparsely.
This exhibits a long-tail distribution and challenges
our learning to predict trendy responses.

Pre-Processing. Following common practice
(Lu et al., 2021), we first purged the metadata, e.g.,
the author’s information and emoji labels, while
substituting links and user mentions (denoted as
@username). Then, we employed the open-source
Jieba toolkit for Chinese word segmentation.

Model Setup. Here, we describe how we set our
model. Based on the statistics of in Table 1, we
capped the post length to 128 and the response
prediction length to 32. To generate diverse re-
sponses, we adopt top-p sampling in our experi-
ment with the top-p set to 0.7 and the temperature
to 0.95. For the SFT phrase, we set the learning
rate to 0.002 and batch size to 16 for all models.
We use GPT-2 (Radford et al., 2019) as the initial
reward model. For CL-PPO, the weight coefficient
α is set to 0.5, the acceptance ratio k is set to 3,
the threshold θ is initialed as 1, and the learning
pace µ is set to 0.2. 2

Evaluation Metrics. For Automatic Evaluation,
we follow Zhang et al. (2020) to compare output
and gold responses and evaluate the output qual-
ity with overlapping-based metrics ROUGE (Lin,

2Our code and dataset are available at https://
github.com/ErxinYu/PopALM.

https://open.weibo.com/wiki/C/2/search/statuses/limited
https://open.weibo.com/wiki/C/2/search/statuses/limited
https://github.com/ErxinYu/PopALM
https://github.com/ErxinYu/PopALM
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Models Top-1 Top-3 Top-5

R-1 R-2 R-L BU R-L BU MD-1 MD-2 R-L BU MD-1 MD-2
Language Models (w/o SFT )

GPT-2 16.31 1.79 11.69 2.71 13.17 3.08 0.292 0.483 14.32 3.57 0.228 0.427
LLaMA 1.06 0.01 0.85 0.17 1.32 0.29 0.134 0.597 1.669 0.31 0.101 0.567
ChatGLM 14.77 2.16 10.88 3.16 11.65 3.45 0.182 0.424 12.19 3.65 0.121 0.320

Language Models (w/ SFT)
DialoGPT 14.22 1.35 11.38 2.11 12.03 2.17 0.143 0.235 12.51 2.27 0.100 0.179
CDial-GPT 17.01 0.79 12.30 1.77 13.13 1.92 0.157 0.223 13.10 1.91 0.068 0.117
GPT-2 (P-T) 18.29 1.79 11.69 2.71 14.05 3.31 0.213 0.252 15.15 3.66 0.158 0.214
LLaMA (P-T) 16.87 1.65 13.31 3.27 16.05 4.14 0.450 0.755 17.55 4.60 0.369 0.703
ChatGLM (LoRA) 18.39 3.11 15.08 5.72 19.50 7.84 0.489 0.590 21.70 8.82 0.382 0.497
ChatGLM (P-T) 18.63 3.29 15.94 6.16 19.69 7.79 0.498 0.576 22.98 9.38 0.431 0.501

Popularity-Aligned Language Models (PopALM)
ChatGLM (PPO) 18.61 3.09 16.06 6.19 20.01 7.91 0.511 0.583 22.66 9.27 0.437 0.506
PopALM 19.49 3.69 16.42 6.35 21.50 8.43 0.541 0.632 23.58 9.63 0.452 0.511

Table 2: We present the automatic evaluation results for the top-1, top-3, and top-5 trendy responses pre-
dicted by PopALM, i.e., ChatGLM (CL-PPO). For the top-1 prediction, we report the performance metrics
R-1 (ROUGE-1), R-2 (ROUGE-2), R-L (ROUGE-L), and BU (BLEU). For top-3 and top-5 predictions, we
provide R-L and BU to measure the overlap performance and employ MD-1 (M-Distinct-1) and MD-2
(M-Distinct-2) to evaluate the diversity performance. We report the average performance for five different
random seeds, and the better results (compared to PPO) are highlighted in bold, indicating a statistically
significant difference (p < 0.05) from baselines with bootstrap resampling (Koehn, 2004).

2004) and BLEU (Papineni et al., 2002) scores.
Besides, we use M-Distinct-n (Li et al., 2016) to
score the diversity of responses, which measures
the model’s ability to generate multiple diverse re-
sponses for the same test posts.

For Human Evaluations, we invited human raters
with NLP backgrounds to rate the generated re-
sponses on a 5-point Likert scale on the following
dimensions. Informativeness reflects how much
information is presented in the generated results.
Specification assesses the degree of the output
containing specific viewpoints. Popularity mea-
sures the potential of the response to be liked by
many users and become popular. In addition, we
involved an Overall score to reflect raters’ general
feelings by combining the above three dimensions.
Here, we randomly select 100 posts from the test
set and enlist raters to assess the responses with-
out knowing which model generated them.

Comparison Setup. For the pre-trained models,
we adopt several language models that have not
been fine-tuned on our dataset: 1) GPT-2 (Rad-
ford et al., 2019) is a decoder-based language
model for generating contextually relevant and co-
herent text. 2) DialoGPT (Zhang et al., 2020) is a
response generation model based on GPT-2, pre-
trained on a large corpus of social media text. 3)
CDial-GPT (Wang et al., 2020) is first pre-trained
on a Chinese novel dataset and then post-trained
on a large-scale Chinese dialog dataset, demon-
strating strong response generation capabilities.
4) LLaMA (Touvron et al., 2023) is a foundational
large language model designed for researchers.
5) ChatGLM is an open bilingual language model

based on the General Language Model (Du et al.,
2022).

For DialoGPT and CDial-GPT, we employ full-
parameter fine-tuning on our dataset. For other
models under SFT and PPO settings, to enable
efficient adaptation of pre-trained language models
to our task, we employ two Parameter-Efficient
Fine-Tuning (PEFT) methods: 1) P-Tuning (P-T)
(Liu et al., 2022) tunes continuous prompts with a
frozen language model. 2) LoRA (Hu et al., 2022)
injects trainable rank decomposition matrices into
the Transformer.

5. Experimental Results

This section first discusses the main comparison re-
sults in Section 5.1, followed by the ablation study
to examine the varying CL-PPO strategies’ con-
tributions in Section 5.2. Then, we quantify the
effects of language models, PEFT methods, and
training data scales in Section 5.3. After that, we
qualitatively analyze why PopALM can exhibit su-
perior results through a case study in Section 5.4.
Finally, we demonstrate the impact of generated
responses in Section 5.5.

5.1. Main Comparison Results

Automatic Evaluation Results. Table 2 shows
the result, where we draw the following observa-
tions: 1) The previous response generation models,
DialoGPT and CDial-GPT, despite being trained
on large-scale conversational text, still fall short
in predicting popular responses. 2) Compared to
the original language models, PEFT allows mod-
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Models Info Spec Pop Overall
ChatGLM 2.12 1.70 1.75 1.86
ChatGLM(P-T) 1.65 2.92 2.11 2.23
ChatGLM(PPO) 1.73 2.89 2.26 2.43
PopALM 1.91 3.14 2.89 2.65

Table 3: Human Evaluation on randomly sampled
100 test samples. We compare ChatGLM with
P-T/PPO, and PopALM model.

Models GPT-2 LLaMA ChatGLM

LoRA P-T LoRA P-T LoRA P-T
PPO 13.79 14.77 16.21 16.13 19.89 20.01
CL-PPO 14.98 15.56 17.54 17.23 20.77 21.50

Table 4: Result of top-3 prediction ROUGE-L score
with varying Language Models (LMs) with PEFT.

els to yield better responses. This suggests that
only training a minor fraction of parameters can
also equip language models with the capability to
predict popularity. 3) Using the PPO method to
align the language model with popularity is benefi-
cial. However, some metrics are decreased after
the PPO training, possibly due to the negative ef-
fects of noisy labels. 4) Our proposed PopALM
significantly outperforms the PPO in all automatic
metrics. Moreover, in the top-3 and top-5 predic-
tions, the responses produced by CL-PPO exhibit
greater diversity. The above results suggest the
effectiveness of CL-PPO in mitigating the issue of
noisy labels and allowing more efficient learning
for trendy response prediction.

Human Evaluation. We select PopALM and
three variants of ChatGLM to compare how hu-
man readers evaluate their output. The results are
shown in Table 3. PopALM gains higher scores in
specification and popularity, while its performance
falls on the informativeness metric compared to
ChatGLM. It may be that PopALM generates more
specific responses, thereby losing some general in-
formation. Meanwhile, the responses generated by
PopALM are more stylized towards social media
than the other two fine-tuning methods of Chat-
GLM. The result shows that through popularity-
aligned reinforcement learning, language models
yield more specific points to reflect the public’s
concerns and are more likely to receive likes.

5.2. Ablation Study

The above results show the overall superiority of
CL-PPO. To further investigate the effects of its
components, we conduct an ablation study with
the results displayed in Figure 5. As can be seen,
our three proposed components all contribute posi-
tively across different language models (ChatGLM,

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Percent of training data

18

19

20

21

22

RO
UG

E-
L

CL-PPO
PPO

Figure 4: Effects of training data scales (x-axis).
The y-axis shows the ROUGE-L score of the top-3
prediction based on ChatGLM. The colored bands
indicate ±1 standard deviation corresponding to
different percentages of training data.

LLaMA, and GPT-2) and PEFT methods (LoRA,
P-tuning). In particular, self-paced sampling con-
tributes substantially when ChatGLM is used as
the backbone language model. The performance
drops by 1.48 and 1.11, respectively, and even falls
below PPO’s when self-paced sampling is reduced.
This illustrates that prioritizing high-reward exam-
ples for early learning is beneficial for the models
to learn trendy response prediction efficiently.

5.3. Quantitative Analysis

We then quantify PopALM with varying training
setups to deepen the understanding of it.

Varying Language Models and PEFT Methods.
We first investigate the backbone language models
(LMs) and PEFT methods and display the results
in Table 4. It shows that CL-PPO exhibits improved
performance over the original PPO across different
combinations of LMs and PEFT methods. This
validates our model as a plug-and-play approach
that can be effectively applied to various LMs.

Varying Training Data Scales. We then test
PopALM’s sensitivity to training data scales by train-
ing it with different data percentages. As shown in
Figure 5, our proposed CL-PPO training algorithm
consistently outperforms the original PPO regard-
less of the volume of training data used, ranging
from 10% to 100%. This suggests the stable and
consistent performance of CL-PPO across different
training data amounts.

5.4. Case Study

We exemplify the case in Figure 1 and compare
different models’ output in Table 5 to qualitatively
analyze why PopALM can yield better results. Re-
call that the post describes an event in which a
volunteer leaked exam questions and posted them
online, and the school explained that the volunteer
did not have full access to the exam paper.

The output of ChatGPT (see Figure 1) and un-
trained ChatGLM are more akin to summarizing
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Figure 5: Ablation study on CL-PPO. We report the ROUGE-L scores of the Top-3 trendy response
predictions for GPT-2, LLaMA, and ChatGLM. For them each, we show PEFT results of LoRA on the left
and P-Tuning on the right. For each barplot, the bars from left to right show PPO, CL-PPO, followed by
the CL-PPO ablations w/o Reward Enhancement, w/o Reward Ranking, and w/o Self-paced Sampling.

ChatGLM: Volunteer pasted barcodes on exam bag
and took photos, ruling out contact with papers. Pub-
lic concern may arise due to planned higher authority
investigations.
ChatGLM (P-T): Don’t even bring up volunteers any-
more.
ChatGLM (PPO): Volunteers gonna volunteer, candi-
dates gonna candidate, it’s just pointless.
PopALM : Volunteers need training. Fair exams should
be a guarantee!

Table 5: Case study of different models’ output for
the post in Figure 1.

the post, tending to be more generic. After fine-
tuning, ChatGLM (P-T) can generate responses in
a social media style, incorporating its own opinion.
After PPO training, the model chose to train on
responses with higher scores in the reward model.
However, due to the noisy labels, the scores given
by the reward model may not be entirely accurate,
misleading the generation results, as shown in the
table. In contrast, CL-PPO allows more effective
training with noisy labels and consequently better
aligns the output with trendy responses.

5.5. Impact of Generated Response

In Table 6, we demonstrate the impact of the re-
sponses generated by our model on two tasks:
poll question generation (Lu et al., 2021) and so-
cial emotion prediction (Ding et al., 2020). Poll
question generation aims to automatically gener-
ate questions for posts, in which popular responses
can reflect the public’s concerns and engage them
in discussions. Social emotion prediction involves
predicting the public’s attitude towards posts. In-
cluding mainstream reactions can help assess the
general attitude.

We tested the poll question generation task
based on ChatGLM and set up a comparative ex-
periment: one approach is to input only the post
to generate a poll question, while the other con-
catenates the post and responses as input. We

Methods PQG SEP

R− 1 R− L F1macro F1micro

W/O Responses 0.331 0.305 0.312 0.408
W/ ChatGLM Responses 0.323 0.314 0.303 0.401
W/ PopALM Responses 0.363 0.337 0.322 0.422
W/ Real Responses 0.367 0.331 0.325 0.426

Table 6: Performance of the different responses
on the Poll Question Generation (PQG) and Social
Emotion Prediction (SEP) tasks. We use Rouge-1
and Rouge-L to evaluate PQG, and macro F1 and
micro F1 to assess SEP.

employed RoBERTa (Liu et al., 2019) as the clas-
sifier for the social emotion prediction task and
adopted the same comparative experiment. As
can be seen from the table, incorporating PopALM-
generated responses yields better results for both
tasks. However, using responses directly gen-
erated by ChatGLM doesn’t have much effect.
Moreover, the results indicate that the PopALM-
generated responses could perform comparable to
real responses.

We study trendy response prediction to predict
the mainstream public reaction before an event
happens or in its early stages. Beyond the above
response-augmented tasks, it also offers other po-
tential applications. For example, it can be applied
in early event analysis to foresee the future impact
of a breaking event before many people engage
in related discussions. Social scientists can also
employ our model to simulate the public responses
to some social events even though they have not
yet happened. Moreover, our study can potentially
benefit general comment generation applications
(Zheng et al., 2018; Wang et al., 2021b; Sun et al.,
2022b) and encourage better user engagement.

6. Conclusion

We have presented a study on trendy response
prediction for social media events, an area that
previously lacked exploration. A novel popularity-
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aligned language model was proposed by inte-
grating a specifically designed curriculum learning
strategy into proximal policy optimization to learn
popularity from noisy user-like labels. A large-scale
benchmark was constructed, and its experimental
results show that PopALM exhibits performance
gains to LMs with various training setups.

Ethics Statement

Our paper presents a large-scale Weibo corpus for
trendy response prediction, and it will not pose eth-
ical problems. Firstly, these posts and responses
are open to the public. Secondly, Weibo allows any
user to report suspicious cases that may involve
ethical issues, and the reported content will be im-
mediately removed. Finally, the data was gathered
via standard data acquisition procedures regulated
by Weibo’s API and was downloaded exclusively
for academic research purposes.

For our experiments, we have taken steps to
anonymize the data to protect privacy, such as
removing author names and changing mentions
and URL links to generic tags.
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