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Abstract
Opinion mining is an important task in natural language processing. The MPQA Opinion Corpus is a fine-grained
and comprehensive dataset of private states (i.e., the condition of a source who has an attitude which may be
directed toward a target) based on context. Although this dataset was released years ago, because of its complex
definition of annotations and hard-to-read data format, almost all existing research works have only focused on a
small subset of the dataset. In this paper, we present a comprehensive study of the entire MPQA 2.0 dataset. In
order to achieve this goal, we first provide a clean version of MPQA 2.0 in a more interpretable format. Then, we
propose two novel approaches for opinion mining, establishing new high baselines for future work. We use two
pre-trained large language models, BERT and T5, to automatically identify the type, polarity, and intensity of private
states expressed in phrases, and we use T5 to detect opinion expressions and their agents (i.e., sources).

Keywords: Corpus, Opinion Mining/Sentiment Analysis, Statistical and Machine Learning Methods, Large
Language Models, MPQA

1. Introduction

Sentiment analysis, also called opinion mining, is
the research area that investigates how people ex-
press opinions, sentiments, and attitudes towards
targets including events, individuals, products, ser-
vices and their attributes (Liu, 2020). By analyzing
a text, we can identify the subjective information
in context. A subjective expression is “any word
or phrase used to express an opinion, emotion,
evaluation, stance, speculation, etc.” (Wilson et al.,
2005). A general covering term for such states is
“private state” (Quirk et al., 1985).

In the past few years, Deep Learning (DL) tech-
niques have been broadly used because of the
increase in available computational power and be-
cause of the vast amount of available data on the
Internet. NLP is one of the fields in which DL has
had a huge influence (Karimi et al., 2021).

BERT (Devlin et al., 2019) and T5 (Raffel et al.,
2022), are two pre-trained deep language models
which are used in many NLP tasks and show suc-
cessful results (Gao et al., 2019; Sun et al., 2019;
Hoang et al., 2019; Zhang et al., 2021; Raval et al.,
2021; Xue et al., 2021). BERT creates a deep un-
derstanding of language in textual data by utilizing
surrounding text to establish context. T5 is a gener-
ative text-to-text model which can be fine-tuned on
diverse tasks simultaneously. Furthermore, FLAN-
T5 (Chung et al., 2022) is a variant of T5 which led
to considerable improvements on a variety of tasks

over the T5 large language model (Murzaku et al.,
2023).

In our research, we use BERT and T5 pre-
trained large language models to build a system
consisting of several models for solving different
opinion mining problems on the Multi-Perspective
Question Answering (MPQA) fine-grained corpus.
We compare the results obtained using each pre-
trained model.

The contributions of this paper are as follows:
1) We release a set of tools that can be used
to automatically derive and clean all types of pri-
vate states available in MPQA 2.0 and provide the
dataset in an easily usable format. This is the
first MPQA cleaning code released to the com-
munity. 2) We present new high baselines for
two groups of tasks related to MPQA: determin-
ing type, polarity, and intensity of private states,
and finding opinion expressions and sources of
private states. 3) We perform extensive exper-
iments related to these baselines, comparing
different model architectures, input and output
formats, and learning paradigms. The MPQA
cleaning code and model implementations can
be found at: https://github.com/theSaeed/opinion-
mining-using-llms.

The structure of the paper is as follows. We ex-
plain the background and dataset in Section 2. We
discuss related work in Section 3. In Section 4, we
propose some approaches to utilizing the dataset.
Next, we adopt the mentioned approaches and
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show the experimental results and discussions in
Section 5. Finally, in Section 6, we draw conclu-
sions and state our future work.

2. Background and Dataset

The MPQA 2.0 opinion corpus1 contains annota-
tions of subjective and objective expressions. The
annotation schemes and the details of the collec-
tion methods of this corpus are described in Wiebe
et al. (2005). We briefly summarize some of the
key points about MPQA which are important for
our research, and then describe the revision of the
MPQA corpus we have created.

2.1. The MPQA Corpus: Basics

Conceptually, a private state is the state of a
source (the experiencer or holder of the private
state, also called agent in the MPQA literature),
holding an attitude, optionally toward a target.
The annotators of MPQA were trained to annotate
text at the word-level and phrase-level based on
a comparatively fine-grained annotation scheme.
The following types of attitudes were annotated in
MPQA: agreement, arguing, intention, sentiment,
speculation, and other-attitude (Wilson, 2008).

MPQA annotates nested sources rather than
plain sources. Consider a sentence in which the
author writes about other people’s private states
and speech events. Such cases lead to multi-
ple sources in one sentence, and actually form
an according-to relation among sources (Murzaku
et al., 2023). However, we only learn about the
other sources from the author. Therefore, we have
a nesting of sources in a sentence. For instance,
in the sentence Robert said that Paul hates Don-
ald, the nested source of the attitude expressed by
hate is expressed as [Author,Robert, Paul]. This
notion of “nested source” was also used in other
annotation efforts, including FactBank (Saurí and
Pustejovsky, 2009).

Private states can be characterized along two
dimensions (Tian et al., 2018): polarity and in-
tensity. Polarity is the fundamental problem in
sentiment analysis (Akkaya et al., 2009): is the
sentiment positive or negative? The notion extends
to other types of private state such as arguing (for
or against). Intensity is the degree of strength with
which a source holds a private state.

A private state is signaled in text through an
opinion expression. There are three types of
opinion expressions. Subjective private states can
either be expressed explicitly (Direct Subjective
(DS)) or implicitly (Expressive Subjective Element
(ESE)). DS expressions also include subjective
speech events (e.g., criticize). Objective Speech

1http://mpqa.cs.pitt.edu/

Event (OSE) expressions do not convey any sub-
jectivity. These opinion expressions are the an-
chors for the annotation in MPQA.

MPQA annotates private states using two types
of frames: opinion expressions and attitudes. Each
opinion expression annotation item has a type
(DS, ESE, or OSE), a polarity, an intensity, and
a nested-source field; not all are required in an
annotation. DS expressions (but not ESE or OSE
expressions) are linked to attitudes, which are an-
notated separately. Attitudes have a type (agree-
ment, arguing, intention, sentiment, speculation, or
other-attitude), a polarity, an intensity, a nested-
source, and a target field.

The nested-sources field is an ordered list, in
which the first item is the author (writer), and
then followed by other sources ordered by the
“according-to” relation. Polarity is positive, nega-
tive, or neutral for opinion expressions, and positive
or negative for attitudes. There are four possible
class labels for intensity: low, medium, high, and
extreme. Additionally, there are some instances
labeled as low-medium, medium-high, and high-
extreme in the dataset which are not defined in
the MPQA annotation scheme. These middle-type
classes demonstrate the uncertainty of annotators,
which makes the problem much harder especially
for machines. However, we include them in our
experiments. Note that, similar to Choi and Cardie
(2010), the labels extreme and high-extreme were
merged into high in our experiments due to their
limited occurrence. For illustration, consider Ex-
ample 1 and its corresponding annotation items in
Table 1 (as annotated in MPQA).

Ex 1. A couple of weeks ago, the US state depart-
ment in its annual report had revealed that Iran,
Pakistan and some other countries are the viola-
tors of human rights.

A key point and focus of MPQA work is analyz-
ing private state expressions in context, instead
of judging words and phrases independently, out
of context. As a result, this corpus is well-suited
for studying ambiguities that arise in subjective lan-
guage. One of these ambiguities is the word-sense
ambiguity, e.g., the objective sense of interest as in
interest rate for financial uses versus the subjective
sense as in take an interest in. Another case of
ambiguity is in the idiomatic versus non-idiomatic
usage, e.g., the word bombed in Example 2 versus
Example 3. Irony, sarcasm, and metaphor, which
are categorized as pragmatic ambiguities, can also
be added to the list of ambiguities.

Ex 2. The famous comedian absolutely bombed
last weekend.

Ex 3. The army bombed the automobile company.

http://mpqa.cs.pitt.edu/
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Expression Annotations
Type Polarity Intensity Nested-Source

[IMPLICIT] (whole sentence) OSE - - [AUTHOR]
in its annual report had revealed DS - medium [AUTHOR], USSD
are the violators of human rights ESE negative medium [AUTHOR], USSD
are the violators of human rights arguing positive medium -
are the violators of human rights sentiment negative high -

Table 1: Annotations for Example 1; “USSD” = “the US state department”; the first three lines are
annotations of expressions, and the last two lines are annotations of attitudes that are linked to the DS in
line 2 and that inherit their source from it implicitly.

2.2. Our Revision of MPQA

We found several errors related to offsets when
we examined the original dataset: some anno-
tation items that were marked with an incorrect
offset, and some documents in which all anno-
tations’ offsets were wrong. We fixed some of
these annotations and removed others. Then, we
transformed the original MPQA annotation format
to a JSON format. Additionally, we have added
two more attributes to each annotation item that
contain cleaner versions of the sentence and the
opinion expression by removing special characters
and HTML and XML tags that were present in the
annotated text. Note that we did not use XML as
the base format for converting MPQA to JSON. In-
stead, we started with the MPQA format, which is
a general stand-off annotation type. The mention
of HTML and XML tags is because of their pres-
ence in some documents within the MPQA corpus.
Overall, this cleaning process makes the dataset
easier to read and interpret.

Some of the specific modifications we made to
the dataset are as follows:

• We addressed incorrect spans in 175 annota-
tion items across 21 documents by rectifying
the spans. (e.g., ‘the repor’ → ‘the report’)

• In one document, 58 annotation items con-
tained typographical errors, which we cor-
rected. (e.g., ‘InhumanelyAs’ → ‘Inhu-
manely As’)

• We noticed that 5 agent annotation items in
5 documents had apostrophes within their
spans. We removed these apostrophes from
their spans. (e.g., “President Bush’” → “Presi-
dent Bush”)

• In 2 documents, we found 133 annotation
items that were incorrectly annotated, and
they could not be matched with any of the
phrases in those documents. Consequently,
we removed them.

• Additionally, 1,526 annotation items had to be
removed since they could not be matched with
any of the sentences as their containers.

• We also conducted a cleaning process for 206
annotation items that contained special char-
acters and tags.

The distribution of all annotation types (e.g.,
ESE, DS, OSE) available in the original and our
cleaned version of MPQA is shown in Table 2.
As can be seen, the number of some items de-
creased due to the mentioned problems in the orig-
inal dataset. We share our code (which encom-
passes the entire cleaning process) to generate
the cleaned JSON version of MPQA on this GitHub
repository.

Annotation Type Original Our Version
Agents 14,595 14,562
Targets 8,413 8,397
ESE 13,793 13,654
Sources in ESE 21,497 21,411
DS 15,437 15,076
Sources in DS 31,253 30,567
Attitudes in DS 10,336 9,973
OSE 16,906 15,959
Sources in OSE 22,542 20,794
Attitudes 10,308 10,292
Targets in Attitudes 9,466 9,056
Sentences 15,789 15,789

Table 2: Number of annotation items with the
specified types in the original and our polished
version of the MPQA dataset.

3. Related Work

Sentiment analysis at the document and sentence
level is not effective in accurately determining the
preferences of individual entities or identifying opin-
ions related to specific entities or topics (Liu, 2020).
As discussed in Section 2, the MPQA dataset has
been annotated at the word and phrase level rather
than at the sentence or document level, using a
complex annotation scheme (Wiebe et al., 2005).
Its annotations reflect how language expresses
the private states of the author and of the author’s
perception of the private states of the agents men-
tioned in the document. MPQA thus moves away

https://github.com/theSaeed/opinion-mining-using-llms
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from sentiment being a property of text to senti-
ment being something people have about some-
thing.

Early research using the MPQA dataset primarily
relied on traditional Machine Learning (ML) meth-
ods, which required extensive feature engineering
and relied on linguistic resources and manually
created sentiment lexicons. Contextual polarity
prediction was introduced by Wilson et al. (2005),
employing hand-designed features and a large lex-
icon of words utilizing a two-step classifier for neu-
tral and non-neutral labels. Intensity and polar-
ity classification on MPQA were also explored in
Choi and Cardie (2010) by applying a hierarchi-
cal parameter-sharing technique using Conditional
Random Fields. Wilson (2008) also utilized differ-
ent traditional ML algorithms for recognizing the
intensity, polarity, and attitudes of private states
in MPQA. Similar methods were also applied on
a newer version of MPQA (i.e., MPQA 3.0 (Deng
and Wiebe, 2015)) on polarity detection (Deng and
Wiebe, 2015).

Neural networks have the ability to learn mean-
ingful representations from text data without the
need for feature engineering (Pang et al., 2021;
Gao et al., 2019). Employing diverse neural embed-
dings (i.e., pre-trained vectors) has been shown
to yield substantial performance enhancements
across a range of downstream NLP tasks. Schnei-
der et al. (2020) conducted a study examining
the impacts of various embedding combinations.
“AdaSent”, proposed by Zhao et al. (2015), gen-
erated a multi-scale hierarchical representation in-
stead of a fixed-length representation. Other stud-
ies, such as Conneau and Kiela (2018) and Kim
(2014), utilized CNN models trained on word repre-
sentations for binary opinion polarity classification
at the sentence level.

In other research on MPQA, semantic and syn-
tactic structures have been used to find opinion ex-
pressions and their holders (Johansson and Mos-
chitti, 2010b,a). Some other research mainly fo-
cuses on holders (agents) and targets of opinion
expressions (Marasović and Frank, 2018; Zhang
et al., 2019), and some work jointly predicts each
agent and target toward the corresponding opin-
ion expression (Xia et al., 2021) or polarity of an
opinion expression concurrently (Johansson and
Moschitti, 2011).

Two of the most successful previous works, Xia
et al. (2021) and Wu et al. (2022), have proposed
an end-to-end span-based method using BERT to
extract opinion expressions, as well as their holders
(i.e., sources) and targets. Zhang et al. (2020) and
Katiyar and Cardie (2016) also focused on solv-
ing the same problem utilizing dependency graph
convolutional networks and bidirectional LSTMs,
respectively.

To the best of our knowledge, this paper is the
first to predict the type of a private state; previous
work presumes that the private state type is given,
or they do experiments on a specific type only (Xia
et al., 2021; Wu et al., 2022). Furthermore, we are
also the first to predict the source(s) of a private
state while explicitly preserving the nested hierar-
chy. Finally, to our knowledge, we are the first to
predict opinion expressions in a generative manner.
Even if we are tackling the same task as previous
work, it is not possible to directly compare our work
to the other existing research on MPQA because
we use our novel complete and cleaned version of
MPQA. For comparison, the MPQA dataset used in
many recent research papers contains only a sub-
set of the DS annotations that are available in our
dataset (Xia et al., 2021; Zhang et al., 2020, 2019;
Marasović and Frank, 2018; Katiyar and Cardie,
2016), without any ESE and OSE annotations. Fur-
thermore, there is no related research investigating
other aspects of private states, such as intensity
and polarity, in the way we are doing it.

4. Our Approach

We put forward various models to address two
distinct sets of problems. The initial set comprises
the classification of private states’ type, polarity,
and intensity based on the context. Our second set
of problems involves identifying the expressions
and sources of private states through a generative
approach. Please note that our research did not
specifically address target extraction, and we plan
to address this task in our future studies.

4.1. Type, Polarity, and Intensity

Our goal in this approach is to automatically iden-
tify the type, polarity, and intensity of private states
expressed in phrases, given the phrase and the
sentence it occurs in. For achieving this goal, we
first build and fine-tune separate models for pre-
dicting each attribute. Then, we build a universal
model that can predict all of these attributes at
the same time. To get a proper comparison, we
omitted the samples (about 7.7% of the dataset)
in which the value of any of these attributes (i.e.,
type, polarity, and intensity) is missing. As we are
interested in subjective language, we omit the OSE
type, and we also omit DS annotations because
they are associated with attitudes, and we include
all the attitude type of the DS instead of DS as type.
As a result, we end up with the following labels and
their distribution for each task:

• Type: agreement (×284), arguing (×2,466),
expressive subjectivity (×11,604), intention
(×420), and sentiment (×3,862).
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• Polarity: negative (×7,844), neutral (×5,583),
and positive (×5,209).

• Intensity: low (×4,837), low-medium (×1,262),
medium (×7,574), medium-high (×1,258), high
(×3,705).

4.1.1. Solo Models

In this section, we build models for each of the
type, polarity, and intensity tasks individually. Each
sentence and expression can simultaneously ex-
press various private states of any type. So, for the
type task, we use a sentence and a gold-standard
expression as input and predict what types of pri-
vate states the expression communicates based
on its context. Subsequently, in the polarity and
intensity tasks, we feed the model with the gold-
standard type in addition to the sentence and the
gold-standard expression. The type, polarity and
intensity classification tasks are 5-class multi-label,
3-class single-label, and 3-class multi-label tasks,
respectively. However, we transform the 3 classes
for intensity into 5 labels, so for evaluation pur-
poses, it becomes a single-label task. For example,
for intensity, the label “medium-high” in encoded
as “medium” and “high”.

We designed a comprehensive set of models
utilizing BERT and T5 as our base models in these
tasks. We also tried feeding the model with dif-
ferent kinds of input formats (Section 5.1, Table
3). Furthermore, we used additional fully con-
nected layers and various CNN and RNN (e.g.,
multi-layer GRU and bidirectional LSTM) layers in
parallel, in continuation, or even without the use of
the pre-trained models (i.e., training from scratch).
Finally, another method that we used is to combine
the Layer-wise Learning Rate Decay (LLRD) (Sun
et al., 2019) with freezing the first few layers of the
base model.

4.1.2. Universal Model

In addition to solo models, we provided a model
that can simultaneously identify the type, polarity,
and intensity of an expression in a sentence. We
have 5 units in the output to represent the labels of
the type task. Then, we have a pair of 3 units for
each type, so that we can obtain the polarity and
intensity of their corresponding type. We can use
this new model in Single-Task Learning (STL) and
Multi-Task Learning (MTL) approaches. Learning
multiple related tasks jointly has the potential to
improve the general performance of all the tasks
at hand (Zhang and Yang, 2022).

As we now do not have the gold-standard type
in the input, this model cannot be directly com-
pared to our previous polarity and intensity models.
Therefore, we use the gold-standard type like a
gate and only select their respective polarities and

intensities among all predictions during the evalua-
tion process. In this way, we can directly compare
our results with the previous models. For a better
intuition, you can look at Figure 1. The universal
model is very similar to the BERT-based models
for type if we deactivate the output units for polari-
ties and intensities. But it actually provides a new
structure for each of the polarity and intensity solo
tasks when we deactivate the other tasks’ output
units.

First, we use the universal model for the polarity
and intensity tasks, without MTL, to see the im-
pact of this new architecture. Then, we try to train
the whole model using all tasks’ data at the same
time. We also investigate setting a single task as
our main goal and give small coefficients to the
other tasks’ learning rates. Another exploration we
conduct is to sequentially train the model on each
task’s data, and evaluate the model only on the
last task it has been trained on. This way we can
probe the impact each task has, when we transfer
its related knowledge to be used in another task.

4.2. Opinion Expressions and Their
Agents

The proposed approaches are end-to-end meth-
ods, which predict opinion expressions that contain
ESE, DS, and OSE categories and their sources,
which is more general than previous studies (Wu
et al., 2022; Xia et al., 2021; Marasović and Frank,
2018), which only consider the DS category. We
used two separate models for each of these tasks
(i.e., one model for expression detection and an-
other model for source extraction).

Our models are based on the generative T5 ar-
chitecture. T5 accepts arbitrary prefix terms ap-
pended at the beginning of the input. It can also
work without giving any prefix terms. The input of
the expressions model is the sentence, and the
output is all expressions found in that sentence.
We use prefixes in the input (e.g., “DS”, “ESE”,
and “OSE”) that tell the model which type of ex-
pressions should appear in the output. Instead of
feeding the model a sentence and expecting it to
generate all opinion expressions at the same time,
we feed the model three separate inputs for a single
sentence, each prefixed with a specific term (“DS”,
“ESE”, and “OSE”). This strategy not only mitigates
the problem of overly long output sequences but
also facilitates the parsing process by providing
dedicated outputs for each prefix category.

About agents of expressions, we may have more
than one nested-source in a text that the proposed
models are able to extract. One way of feeding the
source generation system is similar to the model
for opinion expressions. In this setting, we give
sentences with prefixes at the beginning in order
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Figure 1: Universal model output units.

to generate that type of nested-sources (denoted
“PS” in Tables 12 and 13). Hence, in the output, we
will have a sequence of nested-sources, and each
nested-source comprises one or more sources.
In the second setting, we pass sentences with-
out any prefix as the input, and at the output we
will have each type’s nested-sources (denoted “S”
in Tables 12 and 13). Further details about in-
put/output of these methodologies is available in
Appendix 12.

5. Experiments

For all of our experiments, we report the average
value of the 5-fold cross-validation results. There
are many models which we trained and evaluated
in each of these tasks. As mentioned in section
3, it is not possible to compare our work to prior
research, due to differences in tasks, labels, and/or
amount of used data. The exact configurations and
hyper-parameters utilized in our experiments can
be observed in Appendix 11.

5.1. Naming Scheme of Models

We employ the following naming convention for
each model:

“LM Name” : “Input Format” _ “Output
Format” _ “Model Architecture”

Briefly, each scheme has four parts. The first
part is the name of the pre-trained large language
model used (i.e., “LM Name”). In our experiments
“LM Name” can be B for BERT, T5, or FLAN-T5.
The second part is the input formatting (i.e., “Input
Format”). Then for BERT, the naming continues
with output formatting (i.e., “Output Format”) that is
the selected part of the BERT output intended for
classification. Subsequently, in the fourth part for
BERT, the name continues with the model architec-
ture name added on top of BERT or methods used
on BERT. Note that some architecture models are
composed of a combination of several basic mod-
els. In the name of composed models, the symbol
“->” is used to indicate that two basic models are
connected serially.

Table 3 shows the types of “input format”. The
types of “Output Format” of the BERT embeddings

are shown in Table 4. And the different types of
basic models architecture are as Table 5.

As an example, in the sequence
B:TES_CLS_1FC, the B shows that this set-
ting is based on BERT. At first, the input will be
passed as TES formatting to BERT. Then, the
corresponding output for the [CLS] token of BERT
will be forwarded to a fully connected layer.

5.2. Results of Type, Polarity, and
Intensity

In our experiments, we start with BERT-base-
uncased as our base model. During the first set of
experiments, we feed the model with different input
formats and continue with the one that achieved
the best result. Because of the greedy nature of
the choice of experiments, we do not always test
the same architectures on all tasks.

Second, we use the universal model (Sec-
tion 4.1.2). Since the architecture of the type task
is almost the same as the universal model when
we only consider the type output units, we do not
use the universal model for type. Specifically, if we
deactivate the polarity and intensity output units in
the universal model, there will only remain five ac-
tive units at the end which is similar to the previous
type task’s architecture. Hence, we do not specify
whether we have used the solo or the universal
model in our type experiments. We use both STL
and MTL approaches in our universal models.

Third, we try different variations of T5 with vari-
ous input formats and get our overall best results
on the type, polarity, and intensity tasks by us-
ing FLAN-T5-Base as our base model. We re-
port F1 score (micro-average for the type task,
and weighted-average for the polarity and inten-
sity tasks) in these experiments. The STL results
are shown in Tables 6 (type), 7 (polarity), and 8
(intensity). The maximum result we can get by
choosing the majority class is denoted in the tables
as the majority baseline. Additionally, the accu-
racy and F1 score results for two different MTL
approaches can be found in Tables 9 and 10. The
most successful settings are indicated in bold in
these tables.
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Name Description
TESC “[CLS]” + Type + “[SEP]” + “[CLS]” + Expression + “[SEP]” + “[CLS]” + Sentence + “[SEP]”.
TES “[CLS]” + Type + “[SEP]” + Expression + “[SEP]” + Sentence + “[SEP]”.
TSE “[CLS]” + Type + “[SEP]” + Sentence + “[SEP]” + Expression + “[SEP]”.

SCTTID “[CLS]” + Type + “[SEP]” + Sentence + “[SEP]” is given as input; but the elegant point is that we change the expression
segment of the sentence token type IDs in order to distinguish between the expression and sentence.

sepSET Sentence, Expression, and Type are given to the model separately, and then the three obtained outputs are merged together.
SpE Sentence + “|” + Expression + “</s>”.
EpS Expression + “|” + Sentence + “</s>”.
indicatorSpE “sentence=” + Sentence + “|” + “aspect=” + Expression + “</s>”.
indicatorEpS “aspect=” + Expression + “|” + “sentence=” + Sentence + “</s>”.
TpSpE Type + “|” + Sentence + “|” + Expression + “</s>”.
TpEpS Type + “|” + Expression + “|” + Sentence + “</s>”.
TcEpS Type + “:” + Expression + “|” + Sentence + “</s>”.
indicatorEpSpT “aspect=” + Expression + “|” + “sentence=” + Sentence + “|” + “type=” + Type + “</s>”.

Table 3: Naming scheme for the input format of language models. The + symbol means concatenation
of strings. We denote BERT classification token and separation token as [CLS] and [SEP], respectively.
“</s>” indicates a special token used in the T5 language model.

Name Description

CLS Only take the [CLS] token embedding
(first token of BERT embedding).

ALL Utilize all of the token embeddings.
EXP Select the token embedding(s) within the expression span.
NLayers Use the last N layers of BERT.

NCLS
Use the N [CLS] token embedding (N is an integer that is
N ≥ 2). Note that for this kind, the type of input formatting
must have at least N [CLS] tokens.

Table 4: Naming scheme of output format of BERT
embedding.

Name Description

NFC N-layer Fully-connected network
(N is an integer that is N ≥ 1).

BLSTM Bidirectional LSTM.
BGRU Bidirectional GRU.
MCNN Multi-channel CNN (Kim, 2014).
CAT Concatenate the output of the previous part.

MAX/MIN/SUM Calculate the maximum, minimum, or sum
of the output of the previous part.

LWS Use learnable weighted sum.

LLRD&F Use the LLRD method in addition to
freezing the first layers of the base model.

Table 5: Naming scheme of basic models architec-
tures.

5.3. Discussion of Type, Polarity,
Intensity Results

We can see that all of our solo BERT-based results
fall in a fairly narrow band. The one exception is
that the sepSET and TSE input formats perform
markedly worse than the TES format.

The universal model outperforms the solo BERT-
based architecture for the polarity and intensity
tasks (recall that it was the same architecture for
the type task). When we use the LLRD and freez-
ing layers approaches, it further improves the re-
sults for type and polarity (while remaining constant
for intensity). Most tasks’ performances reduce
slightly when we do MTL instead of STL. We con-
ducted experiments involving MTL approaches and
found that by considering a task as our main task
and setting the learning rates of the other tasks to

Model Name F1
Majority Baseline 63.7
B:ES_CLS_1FC 82.8
B:ES_ALL_BGRU->1FC 82.9
B:ES_CLS_LLRD&F_1FC 83.5
B:ES_CLS_1FC (MTL) 82.4
T5:SpE 83.1
FLAN-T5:SpE 83.6
FLAN-T5:EpS 83.2
FLAN-T5:indicatorSpE 83.5
FLAN-T5:indicatorEpS 83.8

Table 6: Evaluation results of type classification.

Model Name F1
Majority Baseline 24.9
B:TESC_CLS_1FC 85.5
B:TESC_CLS_5FC 85.5
B:TESC_3CLS_3FC->CAT->1FC 85.5
B:sepSET_CLS_LWS->SUM->1FC 83.2
B:TESC_ALL_BGRU->4FC 85.2
B:TESC_ALL_BGRU->MCNN->1FC 85.4
B:TESC_ALL_MCNN->1FC 85.4
B:TESC_ALL_MAX(BGRU->4FC,MCNN->1FC) 85.6
B:TESC_4Layers_CAT->1FC 85.6
B:TESC_12Layers_LWS->SUM->1FC 85.7
B:ES_CLS_1FC (STL Universal) 85.8
B:ES_CLS_LLRD&F_1FC (STL Universal) 86.1
B:ES_CLS_1FC (MTL Universal) 85.7
T5:TpSpE 87.0
FLAN-T5:TpSpE 86.8
FLAN-T5:TpEpS 87.0
FLAN-T5:TcEpS 86.8
FLAN-T5:indicatorEpSpT 87.1

Table 7: Evaluation results of polarity classification.

a lower rate, we get a similar or lower performance.
Likewise, the results of sequentially training the
model for type, polarity, and intensity tasks were
not promising. Specifically, training the model on
each task one after the other did not yield any sig-
nificant improvements. Despite our efforts, only
a limited number of these experiments produced
promising outcomes, and we were unable to dis-
cern any meaningful relationships between these
tasks.
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Model Name F1
Majority Baseline 39.5
B:TES_CLS_1FC 71.4
B:TSE_CLS_1FC 70.2
B:SCTTID_CLS_1FC 72.0
B:SCTTID_EXP_BLSTM->1FC 71.5
B:SCTTID_ALL_BLSTM->1FC 72.1
B:SCTTID_EXP_BGRU->1FC 71.8
B:SCTTID_ALL_BGRU->1FC 71.8
B:ES_CLS_1FC (STL Universal) 72.5
B:ES_CLS_LLRD&F_1FC (STL Universal) 72.4
B:ES_CLS_1FC (MTL Universal) 72.5
T5:TpEpS 72.5
FLAN-T5:TpSpE 72.2
FLAN-T5:TpEpS 72.3
FLAN-T5:TcEpS 73.0
FLAN-T5:indicatorEpSpT 72.5

Table 8: Evaluation results of intensity classifica-
tion.

Coefficients ACCType Polarity Intensity
1.0 0.0 0.0 93.2
1.0 0.1 0.2 93.2
1.0 0.1 0.5 93.2
1.0 0.5 0.2 93.1
0.0 1.0 0.0 86.1
0.0 1.0 0.5 86.2
0.2 1.0 0.5 86.1
0.3 1.0 0.5 86.1
0.0 0.0 1.0 73.2
0.0 0.1 1.0 73.2
0.0 0.2 1.0 73.3
0.0 0.3 1.0 72.8

Table 9: Evaluation results of MTL Universal
B:ES_CLS_LLRD&F_1FC model with a single
main task and two supplementary tasks. The main
task is denoted with a 1.0 coefficient.

Also, we see that the FLAN-T5-based models
provide the best results for type, polarity, and in-
tensity, consistently outperforming the T5-based
models. It also usually improves the results when
we explicitly indicate where the sentence and the
expression are in the input. Another result across
all three tasks is that in most cases, the EpS input
ordering slightly outperforms the SpE ordering.

After analyzing the results (F1) of each type
alone in the type task (third column of Table 11)
on the validation set, it can be seen that the model
works best (F1: 92.6%) at predicting the ESE pri-
vate states. This is not surprising, since in com-
parison to the other types, there is far more data
available for ESE type to be used by the model to
be trained on. The F1 of the other tasks are less
than 84.1%. Subsequently, we can understand
that agreement and intention types are easier to
detect than arguing and sentiment types, despite
their smaller numbers.

We can do a similar analysis for the polarity
(fourth column of Table 11) and intensity (fifth col-
umn of Table 11) tasks, by splitting the predictions

Tasks’ Order F11st 2nd 3rd

Type - - 82.8
Polarity Intensity Type 83.2
Intensity Polarity Type 83.3
Polarity - - 86.0

Type Intensity Polarity 85.7
Intensity Type Polarity 85.9
Intensity - - 72.0

Type Polarity Intensity 72.0
Polarity Type Intensity 71.6

Table 10: Evaluation results of sequential training.

Type Count F1 (Type) F1 (Polarity) F1 (Intensity)
All All 85.1 86.7 73.5
Agreement 47 77.9 97.9 78.0
Arguing 389 71.7 94.6 82.5
ESE 1,851 92.6 81.4 67.0
Intention 69 84.1 98.5 88.0
Sentiment 618 71.2 95.1 85.1

Table 11: Evaluation results of the best performer
type, polarity, and intensity (third, fourth, and fifth
columns respectively) models on all types and then
each type separately. The distribution of each label
is also included. These results are on the validation
set of the first fold.

based on their corresponding private state’s type.
The F1 of the polarity task for ESE private states
(81.4%) is the worst as expected because this is
the only private state type that can have neutral
polarity. In contrast, the model reaches 94.6% F1
or higher for the other types. Still, the results on
agreement and intention are better than the other
two, just like the type task. The intensity also works
much worse (F1: 67.0%) when predicting the inten-
sity of ESE private states, while the others achieve
F1 scores higher than 78.0%. In this case, inten-
tion and sentiment private states are easier than
agreement and arguing.

5.4. Results of Opinion Expressions and
their Agents

Experimental results of opinion expression and
their agents detection are depicted in Tables 12
and 13, respectively. Similar to some related stud-
ies (Xia et al., 2021), we employ Precision, Re-
call, and F1 score (we only show F1) to evaluate
our experimental results using the Exact match
setting (i.e., E F1). Additionally, we utilize two
auxiliary metrics known as Binary (i.e., B F1) and
Proportional match (i.e., P F1). The binary and
proportional metrics, commonly referred to as the
overlap metric, assess the alignment between
spans (i.e., opinion expression and their agents
spans), encompassing both exact matches with
gold-standard spans and partial matches where
spans partially overlap with gold roles. To clarify, a
binary match occurs when a span precisely aligns
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with a gold-standard span, while a proportional
match calculates the maximum ratio of overlap be-
tween a span and the corresponding gold-standard
span.

In these tables, S and PS are input formatting
that show Sentence + “</s>” and Prefix + “:” +
Sentence + “</s>”, respectively.

Model Name Type E F1 B F1 P F1

T5:PS
ESE 54.4 74.2 72.6
DS 70.6 80.2 79.8

OSE 80.7 82.9 82.9

FLAN-T5:PS
ESE 51.6 70.3 68.4
DS 65.8 75.2 74.7

OSE 78.1 80.0 79.9

Table 12: Evaluation results of expression detec-
tion.

In Table 13, column “Comparison Method” has
two values, which show how we compute the per-
formance: 1) LS, meaning that only the last source
in the list is considered (i.e., we ignore the nesting
of the source) and 2) ALO which means the entire
ordered list of nested sources is considered. In
our experiments, we only considered non-author
sources.

Model Name Comparison Method E F1 B F1 P F1

T5:S LS 73.9 81.5 81.3
ALO 71.0 83.7 83.4

T5:PS LS 83.5 86.1 86.1
ALO 81.8 87.7 87.6

Table 13: Evaluation results of source detection.

5.5. Discussion of Opinion Expressions
and their Agents Results

Table 12 reveals that FLAN-T5 underperforms T5 in
the expression prediction task. Initial experiments
also indicated similar results for the source detec-
tion task. Consequently, we have refrained from
extensively running FLAN-T5 for a large number of
epochs for this particular task.

Experimental results from Table 13 indicate that
using prefix terms in T5 remarkably affects the
model’s performance. This practically increases
the size of data for training and it might be because
of the data augmentation phenomenon in DL.

We also note that the margin between propor-
tional and binary evaluation is small. It can be
understood that there are not many mismatched
tokens (words) between gold value and predicted
value. In other words, either the generative system
predicts well, or it does not predict close at all.

We analyzed the predicted expression items on
the validation set. 71% of prediction errors do
not share any similarities with the actual values.
Among these errors, the system made incorrect
predictions in 45% of cases, while in 26% of cases,

the system failed to make any predictions at all.
For the remaining 29% of errors, the predicted and
actual values overlap in terms of word sets. Our
proportional and binary metrics aim to illustrate
this concept. The most frequent words causing
discrepancies are: the, to, is, of, a, it, in, that. This
list points to inconsistencies in the MPQA annota-
tion related to function words, and as a result, it
seems by removing stop-words or applying normal-
ization, the results can be improved further without
compromising the quality of the dataset.

When examining the outputs of the source gen-
eration task, it becomes apparent that in nearly
94% of prediction errors, there is no similarity be-
tween the predicted sources and the actual values.
However, in cases where there is an intersection
between the gold and the predicted values, the
most common words causing differences are: the,
of, for, he, I.

In the “ALO” settings, approximately 17% of
items differ in the length of the nested-source list
among all available nested sources. To delve into
the details, in 54% of cases, the system’s predicted
nested sources are longer than the gold nested
sources, while in 46% of cases, the opposite is
true. Among the well-predicted nested sources
in terms of their length, over 99% of mismatches
occur in the last source item, with the remaining
occurring in the penultimate source item.

6. Conclusion and Future Work

In this paper, we have focused on opinion mining
using pre-trained large language models on MPQA
2.0. This corpus contains annotated data in con-
text which enables us to discover more fine-grained
opinions. After cleaning the dataset, we tackled
two groups of tasks. First, we have proposed mod-
els based on BERT, T5, and FLAN-T5 in order to
classify the type, polarity, and intensity of private
states. Second, we used the T5 model to generate
spans of agents and expressions in a sentence. In
addition, we propose novel multi-task approaches
to solve these problems simultaneously. Our appli-
cation of large language models, particularly the
generative approach, to this specific problem and
dataset represents a novel contribution to the field.
To the best of our knowledge, there are limited in-
stances of utilizing large language models or gen-
erative approaches in this context, which sets our
work apart from existing research. More research
can still be done on the MPQA dataset, and this
research is strongly simplified due to the public
availability of our code to generate the cleaned
and easy-to-read revision of MPQA. Applying tech-
niques like adversarial attacks, and data augmen-
tation can be two possible directions for our future
work.
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8. Limitations

In this paper, we have focused on English, and
among different existing datasets, our research is
on the MPQA dataset. For further studies, we can
work on different languages and datasets. How-
ever, it is worth mentioning that due to the com-
plexity and depth of semantics that we are working
on, we have to start from an acceptable point (i.e.,
MPQA dataset), which is a complex dataset that
contains several different types of annotations.

9. Ethics Statement

The current work is a fundamental research in or-
der to learn natural languages better. Opinion min-
ing has lots of different applications such as so-
cial media analysis, customer experience analysis,
market research, and political view analysis. How-
ever, several existing models, like ours, achieved
acceptable results in this field of study, we recom-
mend to use these systems as a help for human
decision making process (the results should be
confirmed by a human), because the fairness and
robustness of these models are still an unsolved
issue, and the work of human experts cannot be
replaced by the output of these systems. In addi-
tion, we do not predict any ethical concerns from
the algorithms and technologies proposed in this
work. We have utilized publicly available dataset,
language models, and open source libraries.
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11. Implementation Details

We implemented our models with PyTorch2 and
used the Natural Language Toolkit package3, scikit-
learn library4, NumPy5, and Matplotlib6. We
adopted the BERT and T5 models and their to-
kenizers from the Hugging Face Transformers li-
brary7 (Wolf et al., 2020).
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models. In the first category, our models usually
have at least nearly 109.5M trainable parameters.
In the second category, our models usually have
at least 222.9M trainable parameters. In the case
of the FLAN-T5 version of T5, it has more than
247.5M trainable parameters.

We set the random seed to a fixed number to
make the results reproducible. We used a mixture
of early stopping on validation data and manually
tuning hyper-parameters to find the good ones. For
instance, in the BERT-based type, polarity, and in-
tensity prediction tasks, we found the models over-
fitting after 3 or 4 epochs. It could be due to the
fact that we did not turn off most of the trainable
parameters. In type prediction and intensity pre-
diction tasks, we adopted the binary cross entropy
loss function. However, in the polarity classifica-
tion problem, the cross entropy loss for multi-class
classification is employed.

In each iteration, we train our models on the
train set and tune the hyper-parameters according
to the validation set. At last, an evaluation would
be done on the test set in order to give us a fair
judgment. Of course, we cannot access the test
set during the training and hyper-parameter setting
and it is just only available after this process. With
such an approach, we can assure that the results
are measured in a suitable way. The best hyper-
parameter values of the BERT-based solo models,
BERT-based universal models, and T5-based solo
model experiments are given in Tables 14, 15, and
16, respectively. We conducted multiple experi-
ments with different values. Also Table 17 depicts
settings of the source and expression generation
tasks.

We did not use any human annotators for our
research. We utilized the MPQA opinion corpus
which was published by a group of researchers
and annotators. In this paper, we explored among
the data of MPQA corpus and cleaned them as we
have discussed comprehensively in Section 2.

12. Input/Output of
Source/Expression Generation

Tasks

In expression generation task, we input the model
sentences appended by prefixes at the beginning.
Therefore, we are determining which type of opin-
ion expression we want to be produced in the out-
put. In the output, opinion expressions are divided
by “|" (pipe) symbol. Also, if there is one expression
it would be only one expression in the output.

One way of feeding the source generation sys-
tem is similar to the model for opinion expressions.
In this setting we give sentences with prefixes at
the beginning in order to generate that type nested-
sources. Hence, at the output, we will have a

Task Parameter Value

Type

Batch size 16
Learning rate 2e-5
Decay Factor 1.0
Frozen Layers 3
Dropout rate 0.1
Max epoch 20
Optimizer AdamW

Early Stopping 1200 steps

Polarity

Batch size 16
Learning rate 7e-6
Weight decay 6e-6
Dropout rate 0.1
Max epoch 5
Optimizer Adam

Intensity

Batch size 16
Learning rate 1e-5
Dropout rate 0.1
Max epoch 4
Optimizer Adam

Table 14: Hyper-parameters of BERT-based solo
models.

Task Parameter Value

Polarity

Batch size 16
Learning rate 2e-5
Decay Factor 0.9
Frozen Layers 1
Dropout rate 0.1
Max epoch 20
Optimizer AdamW

Early Stopping 1200 steps

Intensity

Batch size 16
Learning rate 2.5e-5
Dropout rate 0.1
Max epoch 20
Optimizer AdamW

Early Stopping 1200 steps

Table 15: Hyper-parameters of BERT-based uni-
versal models.

bunch of nested-sources separating by “||", and
each nested-source, which comprises of one or
more sources, arrange source items divided by “|"
symbol. In another setting, we give sentence at the
input, and at the output we will have each type’s
nested-sources splitted by “|||" symbol. Briefly, we
could formulate each kind of model’s input/output
as the following list.

• Prefix-based Expression prediction

– Input: prefix: sentence
(prefix could be DS, ESE or OSE)

– Output: expression 1 | expres-
sion 2 | expression 3 | ...

• Prefix-based Source prediction
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Parameter Value
Batch size 16

Learning rate 1e-4
Dropout rate 0.1
Max epoch 20
Optimizer AdamW

Early Stopping 1200 steps

Table 16: Hyper-parameters of T5-based solo mod-
els.

Parameter Value
Batch size 16

Learning rate 1e-4
Dropout rate 0.1
Max epoch 120
Optimizer Adam

Early Stopping -

Table 17: Hyper-parameters of T5-based
Source/Expression generative models.

– Input: prefix: sentence
(prefix could be DS, ESE or OSE)

– Output: nested source 1 ||
nested source 2 || ...
, where each nested source is as
source 1 | source 2 | ...

• Without prefix Source prediction

– Input: sentence

– Output: ESE nested sources |||
DS nested sources ||| OSE
nested sources
, where each type’s nested source is
as nested source 1 || nested
source 2 || ...
, where each nested source is as
source 1 | source 2 | ...

13. Dataset Details

Let us take a look at the annotation items in the
cleaned MPQA in json format. With this new data
format that we have proposed, we have access
to the original links that are contained in the orig-
inal MPQA dataset. Since the IDs that are used
in the original dataset are not exactly unique, we
have added some pre-fixes and post-fixes to the
IDs so that we can make them unique. The doc-
ument ID that the data is drawn from is available
in this format too. It allows other researchers to
only focus on some specific types of documents.
In the original dataset, the highlighted expressions
are indicated using document-based offsets. So,
users cannot directly use the dataset in sentence-
level experiments. In contrast, our dataset provides

users with sentences and expressions both in text
format and offset format. Additionally, the type
and polarity of private states are extracted from
the original attitude-type field and are divided into
two fields for easier access. Two examples of the
annotation items are depicted in Figures 2 and 3.
In our dataset, each expression and sentence is
stored as “head” and “text”, respectively.
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Figure 2: First example of annotation items.

Figure 3: Second example of annotation items.
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