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Abstract
Nigerian Pidgin is an English-derived contact language and is traditionally an oral language, spoken by approximately
100 million people. No orthographic standard has yet been adopted, and thus the few available Pidgin datasets
that exist are characterised by noise in the form of orthographic variations. This contributes to under-performance
of models in critical NLP tasks. The current work is the first to describe various types of orthographic variations
commonly found in Nigerian Pidgin texts, and model this orthographic variation. The variations identified in the
dataset form the basis of a phonetic-theoretic framework for word editing, which is used to generate orthographic
variations to augment training data. We test the effect of this data augmentation on two critical NLP tasks: machine
translation and sentiment analysis. The proposed variation generation framework augments the training data with
new orthographic variants which are relevant for the test set but did not occur in the training set originally. Our
results demonstrate the positive effect of augmenting the training data with a combination of real texts from other
corpora as well as synthesized orthographic variation, resulting in performance improvements of 2.1 points in

sentiment analysis and 1.4 BLEU points in translation to English.
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1. Introduction

Models developed for a variety of NLP tasks can
give high-quality performance for resource-rich
languages, such as English and French. However,
for under-resourced languages such as many
African and South-East Asian languages, NLP
models show poor performance due to a lack of
high-quality, sufficiently sized, publicly available
datasets.! In such cases, models might be par-
ticularly sensitive to noise in the data. One source
of “noise” is orthographic variation — that is, vari-
ations in the spelling of words in the data. Ortho-
graphic variation can be detrimental to the perfor-
mance of NLP models, which are typically trained
on curated datasets and tend to break when faced
with noisy data (Bergmanis et al., 2020). The is-
sue of orthographic variation is especially present
for languages that do not have a standardized and
normalized orthography yet, which is the case for
many creoles and pidgins.

The current work addresses the orthographic
variation in one such language, namely Nigerian
Pidgin. This language has 100 million speakers,
but is still largely absent from NLP research. Nige-
rian Pidgin is a predominantly spoken language,
without a normalized orthography in place (Men-
sah et al., 2021). Consequently, written Nigerian
Pidgin texts are characterized by a large proportion
of orthographic variations. These diverse ortho-

'"The Masakhane community aims to address this by
strengthening and spurring NLP research in African lan-
guages; see https://www.masakhane.io.

graphic variations contribute to a significant under-
performance in critical tasks, such as sentiment
analysis and machine translation.

We address this by synthesizing the ortho-
graphic variation at the phonological level, and
subsequently training language models on data
augmented with these variations. Our contribu-
tions are as follows:

* We are the first to provide an analysis of the
various types of orthographic variations that
occur in a variety of Nigerian Pidgin texts (the
Bible, magazine texts and transcriptions of
spoken conversations). These orthographic
variations are found to be of a phonetic nature.

» We propose a phonetic-theoretic framework
for word editing, which can be used to gener-
ate orthographic variations to augment train-
ing data for language models.

* We show performance improvement on two
NLP tasks (machine translation and senti-
ment analysis) when including the augmented
training data.

2. Related work

NLP research on Nigerian Pidgin Pidgins and
creole languages have various unique features
(e.g., grammar, morphology, lexicon) that make
them interesting to study for various linguistic top-
ics. Nevertheless, linguistic research and re-
sources on these languages are limited (Lent et al.,
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2021). Nigerian Pidgin is no exception to this, al-
though it has received more attention in recent
years. A few datasets now exist for Nigerian Pid-
gin, focusing on newspaper text (Ogueji and Ahia,
2019; Ndubuisi-Obi et al., 2019), text from several
magazines written by a religious society (Agi¢ and
Vuli¢, 2019), and task-specific data for named en-
tity recognition (Oyewusi et al., 2021; Adelani et al.,
2021), sentiment analysis (Oyewusi et al., 2020),
speech recognition (Ajisafe et al., 2021), and tran-
scribed spoken data (Caron et al., 2019).

Lin et al. (2023) enriched the existing available
parallel and monolingual Pidgin datasets to gener-
ate a high-quality fully parallel corpus of Nigerian
Pidgin text across ten resources and five domains.

Writing without a standard orthography Anor-
thography is a set of rules or conventions that is
used to represent language in a standardized sys-
tem of writing. When a language does not have
a commonly used orthography, writers make deci-
sions about orthography based on various criteria.
The most dominant criterion is phonology: writers
try to match the pronunciation of the word in the
writing system, given (language-specific) assump-
tions about grapheme-to-phoneme mapping (Es-
kander et al., 2013). Often, these assumptions
come from other languages known to the writer; in
the case of Nigerian Pidgin, this might be English
or local Nigerian languages.

Deuber and Hinrichs (2007) present an anal-
ysis of orthographic choices in Nigerian Pidgin
computer mediated communication. They report
that for Pidgin lexical items that have English ori-
gins and mean the same as the origin, the En-
glish spelling is commonly adopted for Pidgin. In
such cases, non-English spellings are used mainly
for the symbolic purpose of indicating distance
from English. For example, English ‘thing’ is of-
ten written as Pidgin thing, although a non-English
spelling (tin) is also possible. For Pidgin lexical
items which have roots in English, but have devel-
oped distinct meanings in Pidgin, writers are more
likely to adopt non-English spellings. For exam-
ple, ‘done’ has adopted a new meaning in Pidgin
and is thus usually written as don. For Pidgin lex-
ical items of non-English origin (e.g., pikin mean-
ing ‘child’), writers tend to adopt the phonemic or-
thographies of local African languages.

Modeling orthographic variation Eskander
et al. (2013) address the orthographic variation
found in Egyptian Arabic by normalizing the input
data (i.e., transforming variations into a conven-
tionalized orthography). Their results showed
an error reduction of 69.2% over a baseline on
an unseen test set. While the approach seems
promising, a normalization approach is not ef-

ficient for languages that lack a standardized
orthography since (i) it is not always clear which
word form is the standard one and should be
taken as the base word, and (ii) new and un-
known variations will likely be encountered in new
datasets, which makes the process not scaleable.
Rather, we propose to train a model to be able to
deal with orthographic variation directly, without
the preprocessing step of normalization. We do
so by employing data augmentation techniques.

Data augmentation is a method used to increase
the amount of training data for NLP systems by
adding slightly modified copies of already exist-
ing data or newly created synthetic data. In
particular, it has been shown to improve perfor-
mance when a limited amount of labeled sam-
ples are available (see Feng et al., 2021; Li et al.,
2022, for overviews). Different data augmentation
methods exist; most relevant to the current work
are noising-based methods such as inserting and
changing words. These methods not only expand
the amount of training data but also improve model
robustness.

Bergmanis et al. (2020) used an augmentation
approach to improve machine translation systems’
performance when faced with orthographic varia-
tions (such as unintentional misspellings and de-
liberate spelling alternations) of Latvian, Estonian
and Lithuanian words. Their results show that,
when tested on noisy data, systems trained using
adversarial examples performed almost as well as
when translating clean data, achieving an improve-
ment of 2-3 BLEU points over the baseline. The
current study follows a similar approach, but ap-
plies it to two NLP tasks for Nigerian Pidgin.

3. Nigerian Pidgin orthography

Nigerian Pidgin (commonly referred to simply as
‘Pidgin’ and otherwise known as ‘Naija’) is an
English-based contact language that developed
as a result of European contact with West African
languages. Pidgin incorporates syntax and vocab-
ulary primarily from English, Portuguese and Nige-
ria’s indigenous languages, as well as new vocab-
ulary that is unique to Nigerian Pidgin.

Like many other pidgin and creole languages,
Nigerian Pidgin is a predominantly spoken lan-
guage. Attempts to write the language go back
to the late 18th century (Ofulue and Esizimetor,
2010); nevertheless, it is considered to be fairly
young as a written language, since it is still in the
process of orthographic standardization and nor-
malization. In 2009, the Naija Langwej Akedemi
(NLA) proposed a harmonized orthography; more
recently, Mensah et al. (2021) published a new pro-
posal for a working orthography of Nigerian Pid-
gin. Nevertheless, these orthographies have not
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yet been adopted by non-linguist Pidgin speakers.
Rather, they have developed their own ways of rep-
resenting their unstandardized language. A gap
has thus developed between experts and users,
and this may widen in the coming years (Deuber
and Hinrichs, 2007), given that orthographic stan-
dardization on the basis of linguists’ proposals is
not in sight, and that Nigerian Pidgin is not being
taught in school. Instead, Nigerian Pidgin speak-
ers are taught in English in school, which likely also
influences how these speakers write in Pidgin.

Nigerian Pidgin typically uses a Latin-based al-
phabet similar to English. Crucially, orthogra-
phies tend to be phonetically based with varying
degrees of anglicized spellings (see Esizimetor,
2009; Ojarikre, 2013, for related discussions of var-
ious Pidgin orthography proposals); that is, words
are typically spelled and written as pronounced ac-
cording to the sound patterns of Nigerian Pidgin.
However, as we will see in Section 3.1, variations
can still occur in phonetic-based orthographies, re-
sulting in both inter-textual (between texts written
by different authors) and intra-textual (within texts
written by single authors) orthographic variation.
Such inconsistencies in the orthography increase
data sparseness and noise (Lewis, 2010), which
affect language models.

In the approach outlined in this paper, we gen-
erate “adversarial” training data to be able to train
the model to deal with orthographic variation. This
effort requires a deeper understanding of the types
of variations that occur. Section 3.1 presents a
qualitative analysis of common orthographic vari-
ations in Nigerian Pidgin. The remaining subsec-
tions then present our approach to create synthetic
data with more orthographic variation.

3.1. Types of orthographic variation in
Nigerian Pidgin

We analysed texts from three parallel datasets: the
Bible, JW300 (Agic¢ and Vuli¢, 2019) and the Naija
Treebank (Caron et al., 2019). Table 1 presents
the types of orthographic variation patterns that
were found in this dataset.? Note that this list is
not exhaustive but rather represents the most com-
mon or remarkable variations encountered in the
dataset. See also Appendix A for details on the
construction of the variation types.

We identify four main classes of systematic vari-
ations that occur in the data: (i) alternation be-
tween similar sounds; (ii) conversion of digraphs
into a single letter or alternate digraphs; (iii) pho-
netic transcription of (blended) letter pairings; and

2Throughout the development of our framework, the
generated variations and examples incorporating Pidgin
were evaluated by native Pidgin speakers.

Type Subtype Position Example
Alternation c/k initial carry - karry
al/o medial call - coll
y/i final by - bi
el/i medial destroy - distroy
Conversion au/o medial because - bikos
ee/i all see - si
eali medial reach - rish
eo/i medial people - pipol
th/d initial the - di
th/t all thing - tin
ng/n final thing - tin
ph/f medial prophet - profet
wh/w initial when - wen
ch/sh final teach - tish
Transcription ble /bol final trouble - trobol
ple /pol final people - pipol
er/a final whether - weda
ight/ite  final night - nite
Deletion e/- medial different - difren
e/- final come - kom

Table 1: Types of orthographic variation in Nige-
rian Pidgin. Subtype refers to specific instances of
the variation change.

because bikos cause cos
Bible 265 1,108 0 0
JW300 1,504 1,613 23 0
Naija Treebank 243 0 7 3

Table 2: Orthographic variation of the word be-
cause, along with raw counts per dataset.

(iv) deletion of silent letters. Table 1 presents ex-
amples of each of these classes. The variations
often occur at a specific position within a word. For
instance, the syllable ble can be transcribed as bol/
only when it occurs at the end of a word, as in trou-
ble.

Oftentimes a word is characterized by more than
one orthographic change occurring. For example,
because-bikos is characterized by alternation (ef/i;
c/k), conversion (au/o), and deletion (e/-).

Crucially, it should be noted that the variations
all have phonetic origins. For example, the alterna-
tion between /c/ (as in “carry”) and /k/ (as in “kid”)
can be attributed to both sounding as voiceless ve-
lar plosives, and the conversion of the front vowel
spelling /ee/ to /i/ can be attributed to these hav-
ing similar sounds in the Pidgin pronunciation of
certain words.

The data is characterized by both intra-textual
variation (i.e. within texts written by single authors)
and inter-textual variation (i.e. between different
sources). This is illustrated in Table 2: in the Bible,
the connective ‘because’ is spelled as either be-
cause or bikos (intra-textual variation), whereas in
the Naija Treebank, we encounter new variants of
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Phonological-based Orthographic Variation Generation
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Figure 1: Diagram depicting the process of orthographic variation generation for enriching the text corpus. The
seed words are transcribed into phoneme sequences (Step 1), and character-phoneme pairs are aligned (Step 2).
Next, variants are generated based on the rules (Step 3). We then measure the phonological distance between the
word and the heuristic-generated variation candidates upon their phonemes, denoted as d(t“’i,tw;) (Step 4).

the same word (inter-textual variation). It is impor-
tant to note that these variations are not strict rules;
different writers might adhere to different rules and
thus one word can be written in different ways. For
example, the word “thing” might be written by one
writer as fin and by another as fing (thus not apply-
ing the ‘ng/n‘ conversion). Due to a lack of stan-
dardized orthography, there is often not one right
variant of a word; rather, we should think of varia-
tion candidates as being more, or less, plausible.

Based on the patterns that the qualitative anal-
ysis revealed, we develop a framework that ex-
ploits the phonological properties of the Pidgin and
English words to create orthographic variations.
This process is explained in Section 3.2. Section
3.3 then presents how these generated variations
were used to augment training data.

3.2. Synthesizing variation via
phonological distance

The key to synthesizing variants of the words found
in the Pidgin dataset is to consider the phonetics
of these words. This is because the orthographic
variations of Pidgin words tend to originate from
those words being written as they are pronounced
according to the sound patterns of Nigerian Pid-
gin. Based on this insight, we designed an ap-
proach that considers the phonemes of the words
to generate variants that sound near-identical, but
are spelled differently.

Generating orthographic variations could be
done in various ways. One option is to convert
phoneme sequences into spelling variants gener-
atively. However, phoneme-to-grapheme models
usually also rely on already having a model of ac-
ceptable word spellings, which is not available in
our setting. We therefore take a different approach:
we observe what variation exists at the level of or-
thography, then generate rules based on the ortho-
graphic forms, and check the generated variants
via pronunciation distance (relying on a grapheme-
to-phoneme conversion tool for English). These
variation rules were based on the qualitative anal-
ysis of the dataset described in Section 3.1.

In what follows we describe how the framework
generates variations. Figure 1 depicts the pipeline
for this process. Note that, although this frame-
work was designed for Nigerian Pidgin, it likely can
be adapted for other Pidgin-based languages as
well, as long as these languages also exploit the
phonetic writing system of their lexifier.

Step 1: Transcribing text into phonemes Most
orthographies stem from changes at the phonetic
level. Correctly identifying the character corre-
sponding to the phonetic sound is a crucial step
toward accurate word synthesis, as direct substi-
tution based on subwords itself, like au/o often re-
sults in variations that do not exist. To stimulate
the process of creating variation, our framework
edits the lexicon by considering acoustic features.
We first access the sound of a word by using the
phonemization tool ‘phonemizer’ (Bernard and Ti-
teux, 2021), which transcribes written words into
a series of phonemes that are consistent with En-
glish pronunciation rules — we found that this works
well also for Pidgin words. Given a word w;, ap-
pearing at i-th of a sentence, we obtain the tran-
scription for the Pidgin word, denoted as t*i. In
Figure 1, this is illustrated with the word *anything’,
which is transcribed as /eniby’/.

Step 2: Character-phoneme alignment We
adopt GIZA++ (Och and Ney, 2003) to align the
acoustic symbols and the corresponding charac-
ters of each word in the given corpus.® Due to er-
rors related to missed one-to-many and many-to-
one alignments, we first conducted a preprocess-
ing step to merge certain symbols that belong to-
gether as a unit, such as /o:/ on the phonetic side,
or ‘th’, ‘ng’ on the spelling side, as these would
have to be aligned to single symbols such as /6/
or /t/ and /uy/ or /n/, respectively, see also Figure
1 for an example. The aligned pairs of word and
phoneme sequence serve as input for Step 3.

SWe trained the aligner for 10 iterations using the
IBM4 model. We utilized the character and phoneme
as the training examples.
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Word | Variation LD PWLD
bikos 5 0.65

BecAuUsE cause 2 1.32
cos 5 1.36
anyting 1 0.15

ANYTHING | anitin 3 0.36
onytin 3 0.44

Table 3: Example of pairwise similarity between
word and the resulting variations. LD=Levenshtein
Distance; PWLD=Phonologically Weighted LD.

Step 3: Variation synthesis To generate ortho-
graphic variation candidates of words found in our
Pidgin dataset, we created a set of variation rules.
These rules were based on the qualitative analy-
sis of the data, as shown in Table 1. When multi-
ple rules could apply to a single word (e.g., in the
case of ‘anything’ four rules could apply; see Table
1), we synthesized variations with different combi-
nations of the rules, see Table 3.

We note that the rules overgenerate in some
cases; that is, they might in some cases strongly
change the pronunciation of aword, e.g., ‘anything’
would result in the alternative spelling ‘onytin’ after
the application of several rewriting rules. This vari-
ant is however very implausible to occur in Pidgin
writing, as the resulting pronunciation in this case
would deviate quite a lot from the original pronun-
ciation. This is addressed in Step 4.

Step 4: Sampling the variations As a result
of Steps 1-3, we now have a set of generated
variation candidates for each seed word, includ-
ing some variants that may be implausible as their
pronunciation might not fit well with the original
words’ pronunciation. To filter out such poor or-
thographic variation candidates, we automatically
transcribe each generated variant to its phonetic
transcription using again the ‘phonemizer’ tool
(Bernard and Titeux, 2021). We then measure the
distance between the seed word’s pronunciation
and the candidate’s pronunciation using Phonolog-
ically Weighted Levenshtein Distance (PWLD) (Ab-
dullah et al., 2021). The PWLD metric assigns a
lower distance to similar phonemes and a larger
distance to dissimilar ones by introducing a weight
term. The weight term defines how similar pho-
netic sounds a and b are in the acoustic space. The
original weight distance matrix was initially learned
from English; we edited it slightly to fit permissi-
ble pronunciation variations in Pidgin for the gen-
erated candidates. Specifically, we annotated 400
synthesized variants as ‘good’ or ‘bad’ variations,
and adjusted the distance feature based on these
labels.

The PWLD metric allows us to rank the gener-
ated variation candidate w; according to their sim-
ilarity in pronunciation to the original word.

A0ty = PWLD (", 1% (1)

Note that the distance is measured at the level of
the word’s transcription (¢#) and the variation can-
didate’s transcription (t*¢). We sample the varia-
tions by the normalized probability using inverse-
distance weighting (Lu and Wong, 2008). The
probability to certain variation w; is normalized by
the summation of the inverse distances respective
to all variation candidates, defined as*:

w

d*l
Plw;w)) = Zi (2)

where Z denotes the summation of inverse
PLWD scores with regards to all candidates:

1

3)

The normalization over distance ensures that a
higher probability is assigned to candidates with
lower distances. This allows frequently selected
variants that are pronounced similarly to the origi-
nal word, while preventing dissimilar ones from be-
ing selected.

3.3. Orthographic variation
augmentation

We introduce an orthographic variation augmenta-
tion approach, which adds sentences with synthe-
sized spellings to the training data. Consider a cor-
pus with a total of m samples, denoted as {x;}7* €
D. We generate the corresponding variation-
enhanced versions z by randomly selecting K
sentences, {z1,...,z;} and greedily generating a
spelling variant for all words in that sentence. This
results in k variation-augmented sentences form-
ing the augmented data D' = {z},...,z}.}. This
augmented data complements the training data,
creating D U D’. Table 4 presents an example of
our approach to generating variations in the con-
text of sentences. It is worth noting that a single
word can have different generated variants in D’
as these variants are sampled from the distance-
normalized probability distribution.

Our proposed framework is not restricted to a
particular task but is applicable to any NLP task
that involves Pidgin data. In the next two sec-
tions, we explore the utilization of augmented data
in two critical NLP tasks: sentiment analysis and
machine translation.

“we write the distance as d,,; for simplicity. Itis equiv-
alent to d(wi,w;)- This also holds for dwg. in Formula 3.
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Original sample

Variation-enhanced

English translation

(7) E come later dey serve as pioneer .

E kome lata dey serve as pionir .

Later, he began serving as a pioneer .

(2) We come later learn for our new place
sey if we want preach, e better to go area
wey get another priest .

We kom lata learn for our new place sey if
we wont prich, e betta to go area wey get
anotha priest .

We later learned at our new place, that if we
want to preach, it is better to go to an area
with another priest .

(3) Wetin we fit do so that our character go

Wetin we fit do so dat our karakter go dey

dey belter ? betta ?

What can we do to improve our character ?

Table 4: Examples of orthographic variations generated by our framework, based on sentences from JW300.

Task Corpus Language |[Train| Domain

SA  NaijaSenti Pa. 8,524 social media
Bible PaG., EN. 29,737 religious
MT  JW300 PaG., EN. 20,218 religious

Naija Treebank Pa., EN. 9,240 misc.

Table 5: Overview of Pidgin datasets used in the
current work. Pa.: data in Nigerian Pidgin; EN.:
translations in English language. |Train| = Data
size in number of sentences.

4. Sentiment analysis experiment

4.1. Dataset, network and training
details

Table 5 describes the datasets used in our ex-
periments. For the task of sentiment analysis,
we use the NaijaSenti dataset (Muhammad et al.,
2022), which comprises a three-way data split
(6.7K/0.6K/1.2K).

We use RoBERTa (Liu et al., 2019) and BERT
(Devlin et al., 2019) in base versions. We em-
ployed AdamW optimization (Loshchilov and Hut-
ter, 2019) with a learning rate of 0.0001, and we
found that a smaller learning rate helped prevent
overfitting in the downstream task.

We compare three models. The first model,
PgOnly, is trained on NaijaSenti for 5 epochs with
a mini-batch of 32. The second model is a fine-
tuned model (FT), which is trained on English and
fine-tuned on Nigerian Pidgin. Finally, the third
model is an orthographically augmented model
(Orth-Augm) which, like FT, is trained on English
and fine-tuned on Nigerian Pidgin, but the fine-
tuning now also includes orthographic variations,
which are appended to the training data. Our ortho-
graphic variation augmentation approach samples
K=100 variants. We re-ran the model 6 times with
different random seeds and present averaged re-
sults. All models are evaluated using the F1 score.

4.2. Main results

Table 6 presents the results on the sentiment
analysis task. Both BERT and RoBERTa mod-

Model Type | PgOnly

BERT 71.8
RoBERTa 68.4

FT  Orth-Augm

79.7  80.21,421
80.1 82.23.¢.17

Table 6: Results (F1) of sentiment classification on
NaijaSenti (8.8K; six runs).

els, when trained with orthographic variation aug-
mented data, demonstrated improvements in F1
scores, gaining +0.51 and +2.19 points over the
fine-tuned model (FT), respectively. We notice
the higher improvement between FT and our ap-
proach when using RoBERTa in comparison to
BERT. Even though RoBERTa leverages more pre-
training data over BERT, the model still shows
more improvements when trained with the aug-
mented variations.

The model variant PgOnly is only trained on Nai-
jaSenti and has not seen any English data. PgOnly
shows significant gaps compared to models with
fine-tuned and variation-augmented training. This
result emphasizes the importance of fine-tuning
language models and how such models can be fur-
ther improved with our generated variations.

4.3. Ablation study

This section provides further results on the aug-
mentation effectiveness and shows the advantage
of our augmentation approach.

Effect of X augmented samples. To determine
the optimal size of augmented samples K for the
sentiment analysis task, we adopt RoBERTa and
test various sizes of extra data points within a
range from K=50 to K=8,000. Figure 2 presents
the results in comparison to the fine-tuned base-
line (K size=0).

Figure 2 shows that appending 100 augmented
samples leads to a substantial performance boost
of 4+2.19 points over the baseline. However, as
more augmented samples are introduced, we see
a gradual decline in performance to 81.09. We
attribute the observed fluctuations to the explana-
tion that, while additional generated variations en-
rich the diversity of the training data, a relatively
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Figure 2: Performance on various K augmented
sample size. Error bars reflect the standard error
over six runs.

| EP.1 EP.3 EP.5 EP.10 EP.20
no augm. .98 .99 1.04 .97 .94
Ortho. augm. | .69 .58 .55 .53 .49

Table 7: Cross-entropy results from trained mod-
els for various training epochs.

small test set does not present such high variabil-
ity of the real variation distribution, and thus the ad-
ditional augmentation introduces disproportionally
much noise. Figure 3 shows the potential reason
for the fluctuation: an increasing number of new
variants is introduced as more augmented data is
appended to the training dataset. Nevertheless,
even with 8K samples, the improvement in perfor-
mance compared to the baseline is close to 1 point
in F1 score (as shown in Figure 2). In sum, we find
that controlling the size of the synthesized data in-
fluences the level of generalization achieved, but
regardless of the size K, adding orthographic vari-
ants to the dataset improved the baseline model
performance on NaijaSenti.

Cross-entropy of variation-augmented data.
We further explore training stability by examin-
ing the cross-entropy of the model’s prediction
p(yl|x), in the context of sentiment analysis. Table
7 demonstrates the cross-entropy in the training
epochs, as a crucial metric under cross-validation
to gauge the effectiveness of our classification
model. Cross-entropy informs us on how well
the model’s predictions match the ground-truth
class labels. Measuring cross-entropy is done as
an alternative to accuracy, which is less applica-
ble to smaller datasets. The results in Table 7
show that models trained using samples with or-
thographic variations are characterised by lower
cross-entropy compared to the counterpart mod-
els that are not trained with appended orthographic
variation samples. This indicates that our ortho-
graphic variation augmentation approach leads to
more accurate sentiment analysis results.

Orthographic variation
800 * augmentation

(=)}
o
o

# of new variants
N e
o o
Q o

Figure 3: Number of new variants from variation-
enhanced augmentation data.

Model Type EN.-PG. PG.-EN.
BAseLINE (JW300) 34.87 32.56
DataAuG
JW300+BiBLE 35.13 33.79
JW300+BiBLE+ TREEBANK 35.34 33.41
WITH ORTHOGRAPHIC VARIATION
JW300 35.14,013 33.52.¢.18
JW300+BIBLE 35-55:&0.14 33.91 +0.22
JW300+BiBLE+ TREEBANK 35.61.023 33.95.¢19

Table 8: Results (BLEU scores) of traditional data
augmentation (DataAug) and the proposed argu-
mentation with orthographic variation, tested on
JW300 test set.

5. Machine translation experiment

5.1. Dataset, networks and training
details

We leverage T5 Baske (Raffel et al., 2020) for the
JW300 translation benchmark, which consists of
29K training samples. We perform bi-directional
translation for the parallel English-Pidgin datasets,
which are the Bible, JW300 (Agi¢ and Vuli¢, 2019)
and the Naija Treebank (Caron et al., 2019). All
model variants are evaluated on the test set using
BLEU scores.

We fine-tuned the T5-base model with additional
real data samples (DataAug) for 20 epochs with
a batch size of 64. We configured the sequence
length to be 196 characters and used the AdamW
optimizer (Loshchilov and Hutter, 2019) with a
learning rate of 0.0001.

We appended the orthographic variation sam-
ples as augmentation, using K'=20,000 samples.
Depending on the model type (only JW300 or a
combination of JW300 and the Bible or Treebank),
the augmentation samples were drawn from either
a single source or from multiple sources.
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5.2. Main results

Table 8 shows that our orthographic variation
augmentation approach leads to improvements in
BLEU scores in both translation directions. The
results show that this also surpasses the stan-
dard data augmentation technique in performance.
For DataAug (including real samples of additional
datasets), the model’s performance benefits from
injecting more accurately labeled real training sam-
ples, leading to an improvement in BLEU points.
We observe further improvement by using our or-
thographic variant generation approach, suggest-
ing that the augmented samples are an effective
augmentation approach to enrich the dataset.

5.3. Ablation study

Cross Domain Generalization on Treebank
Given that orthographic variation is even more
likely to occur between texts than within texts, we
test the effect of orthographic variation augmenta-
tion on a test set from an unseen corpus. Specifi-
cally, we investigate the cross domain transfer of a
model trained on the JW300 (with and without or-
thographic variations) and tested on the Naija Tree-
bank test set.

Figure 4 shows that our augmentation approach
improves the performance of the machine trans-
lation model, on the unseen Naija Treebank dur-
ing training, leading to an zero-shot generaliza-
tion along with more augmented samples. In fact,
the results show that the higher the K, the higher
the model performance over the baseline K = 0
where no variation-enhanced sentences are used,
further supporting the effectiveness of the variation
augmentation.

New variants improve generalization The data
augmentation approach introduces new word vari-
ants to the training data; naturally, the number of
new variants introduced increases when the size
of the augmented data increases. To understand
how these new variants affect the generalization
of the model, we correlate the number of new vari-
ants for various K sizes with the performance im-
provement in the domain shifting setting. Table 9
shows that with a higher number of new variants,
the results also show a performance improvement
on the Naija Treebank’s test set. We attribute this
phenomenon to two factors: (1) certain newly cre-
ated variations are absent in the current test split
but are indeed found in real Pidgin corpora, as ex-
emplified by ‘everytin’; (2) in other cases, such as
‘piple’ and ‘pipl’, these variants feature minor lexi-
cal alterations compared to the variant ‘pipol’ that
is actually found in the dataset. Even though cer-
tain generated variants, such as ‘piple’ and ‘pipl’,
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Figure 4: Generalization from JW300 (training) to
Naija Treebank (testing). We show the improve-
ments in BLEU scores while varying the number
of added orthographic variants.

| 5K 10K 15K 20K

New variants 561 659 706 745
Improvement in BLEU - EN-PG | 0.10 0.19 0.52 0.56
Improvement in BLEU - PG-EN | 0.29 0.47 0.57 0.72

Table 9: Correlation of new variants and perfor-
mance improvement on Naija Treebank (testing).
The augmented data introduces seen as well as
previously unseen orthographic variants. Num-
bers represent the relative improvement in BLEUs
on Naija Treebank.

are classified as new variants, parts of these cre-
ated variants are indeed present in the original text
(e.g. ‘pip’ in the three variants ‘piple’, ‘pipl’, and
‘pipol’) and the model might capture nearly iden-
tical semantics due to their lexical overlap. This
could lead to the model being able to generalize
to previously unseen tokens when conducting in-
ference on the test splits.

6. Discussion

6.1.

Although Nigerian Pidgin does not have a stan-
dard orthography, there is still a degree of plausibil-
ity in the generations that can be found in natural
language. Automatically generating orthographic
variations can thus lead to implausible variations,
which, in turn, can lead to a decrease in general-

Overgeneration
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ization. A manual analysis of the data indicated
that many of the implausible variations generated
by our approach were synthesized when multiple
rules were applied on the seed word, and when
the pronunciation of a word was strongly affected.
For instance, ‘anything’ became ‘onytin’ by apply-
ing three different rules. Such candidates are
less plausible variations than one that has higher
phonological similarity (also see Appendix B on
generating irrelevant words). In our framework, we
address the issue of overgeneration by sampling
the variations through the phonological weighted
Levenshtein distance.

6.2. Generalization to unseen domains

The dataset used to identify common orthographic
variations consisted of texts from the bible, a reli-
gious magazine (JW300), and Nigerian Pidgin con-
versations (Naija Treebank). The variations ob-
served within these sources appeared to be more
author-specific than domain-specific — that is, the
degree and variety of variations often involve spe-
cific authors instead of domains. An example of
this can be seen in Table 2: the Bible and JW300
are from the same domain, but the types of varia-
tions and the frequencies are very different.

The experiments reported in Sections 4 and 5
show that the proposed method can be applied
across domains. For sentiment analysis and ma-
chine translation tasks, we created separate frame-
works on two distinct domains; social media and
religion, respectively. Our results showed positive
correlations when the increase of the model perfor-
mance and augmenting the variation-enhance ex-
amples (also see Tables 6 and 8). Our proposed
approach thus appears to be domain-agnostic and
can be generalized to unseen domains.

6.3. Code-switching

Nigerian Pidgin is an English-lexified language
that draws from other local languages as well.
Code-switching between Pidgin, English, and local
languages is motivated by factors such as formal-
ity, setting, interpersonal relations and audience
(Agbo and Plag, 2020). For example, in a Hausa
community, there might be more code-switching
with Hausa words, but in a mixed community of
Hausa and Yoruba speakers, there might be more
code-switching with (Nigerian-)English words. Ta-
ble 4 presents an example of how English and Pid-
gin words co-occur in one uttereance: ‘E come
later dey serve as pioneer’ translates to English
as ‘Later, he began serving as a pioneer.” In this
sentence, the speaker mixes Pidgin words (e.g.,
‘dey’) with (Nigerian-)English words (e.g., ‘serve
as pioneer’). This blend of English and Nigerian

Pidgin is a form of code-switching commonly ob-
served within the text (although it could be argued
that there might not be a Pidgin equivalent of “pio-
neer” available in the lexicon).

Our current work proposes a framework to de-
scribe various types of orthographic variations
commonly found in Nigerian Pidgin texts, and
model this orthographic variation. As a result,
words like ‘they’ in the dataset might be gener-
ated as ‘dey’. Through this process, the original
text is enhanced with more orthographic variations,
which potentially creates the illusion of a higher
rate of code-switching than is originally present in
the data.

However, note that this view on code-switching re-
lies solely on orthographic choices made by the
transcriber, whereas code-switching also pertains
to vocabulary items that are not dependent on or-
thographic choices (such as the Pidgin word ‘wetin’
meaning what). We refer the reader to Agbo
(2022) for more information on code-switching in
Nigerian Pidgin.

7. Conclusion

In this paper, we address the issue of orthographic
variation in a mostly spoken language that does
not have a standardized orthography in place:
Nigerian Pidgin (Naija). We provide an analysis
of the types of orthographic variations commonly
found in Nigerian Pidgin writing. Based on this
analysis, we propose a novel phonological-based
word synthesizing framework to augment the cor-
pus with orthographic variations. We examine
the concept of synthesized variation on two main
tasks: sentiment analysis and machine transla-
tion. The results demonstrate the effectiveness
of adding synthesized orthographic variation to the
dataset instead of collecting new samples.
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9. Limitations

We acknowledge the inherent limitations in our
work. Despite the effectiveness of our ortho-
graphic variation generation framework, we still ob-
served the overgeneration of variations that are
less likely to occur. We face a challenge in
precisely quantifying the correlation between the
model’s performance and the extent of overgenera-
tion. The absence of such measurement hinders a
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comprehensive assessment of the impact of over-
generation on model performance.

Moreover, our evaluation of NaijaSenti is con-
strained to an in-domain context due to the lack of
an out-of-domain corpus that represents stronger
or novel variations, potentially resulting in an un-
derestimation of the model’s capabilities. Addi-
tionally, the exploration of alternative data-driven
sampling methods is a important option; however,
it requires additional non-annotated Pidgin data,
which is currently unavailable.

Lastly, our research focuses on Nigerian Pidgin,
which is an English-lexified language; this allowed
us to exploit the availability of SOTA English-based
tools. It is possible that our observations do not
generalize well to other languages that are either
not English-lexified (due to a less resources being
available for other languages), or display more dif-
ferences compared to their lexifier.
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A. Construction of Orthographic
Variation Types

To identify common orthographic variations, we
first identified common differences between Pid-
gin and English spellings by aligning the Pidgin
data with the English translations. We evaluated
the variations of English words that occurred more
than 100 times in the dataset. This resultedin a set
of variation “rules”. We then tested these rules by
applying them to other English words (that is, gen-
erating more variations of other words) and man-
ually annotating the generation quality (evaluated
by the Pidgin speaker in the initial phase). This
effort showed that some rules were not general-
izable, i.e. they were only applicable to certain
cases and potentially led to undesired variation
generation. For instance, a rule for Pidgin ‘awa’
(English our) is not generalizable to other words
with “ou” (e.g. ‘sour’ or ‘flour’ would not become
“sawa” or “flawa”). Such rules were eliminated and
we kept the remaining rules that could be general-
ized to new variations (also see Table 1).

B. Generating irrelevant words

Our preliminary experiments showed an issue in
generating variation candidates that match other
existing words. For example, ‘deep’ could be
synthesized as ‘dip’ by substituting ‘ee’ with '
However, such variations are unlikely to occur
in the Pidgin datasets, since Nigerian Pidgin is
an English-derived language and these syntheses
conflict with an existing English word (note that it is
not impossible to encounter such variations in nat-
ural language settings, but we do consider them to
be noisy). We found that this issue could be easily
resolved by filtering out generation candidates us-
ing the existing English lexicon.

Crucially, we found that a moderate level of ‘over-
generation’ could improve the generalization to un-
seen texts. The expanded training set with more
diverse word forms enhances the model’s profi-
ciency.
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