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Abstract

In this era of extensive digitalization, there
are a profusion of Intelligent Systems that at-
tempt to understand how languages are struc-
tured for the aim of providing solutions in
various tasks like Text Summarization, Sen-
timent Analysis, Speech Recognition, etc. But
for multiple reasons going from lack of data
to the nonexistence of initiatives, these appli-
cations are in an embryonic stage in certain
languages and dialects, especially those spo-
ken in the African continent, like Comorian
dialects. Today, thanks to the improvement of
Pre-trained Large Language Models, a spacious
way is open to enable these kind of technolo-
gies on these languages. In this study, we are
pioneering the representation of Comorian di-
alects in the field of Natural Language Process-
ing (NLP) by constructing datasets (Lexicons,
Speech Recognition and Raw Text datasets)
that could be used on different tasks. We also
measure the impact of using pre-trained mod-
els on languages closely related to Comorian
dialects to enhance the state-of-the-art in NLP
for these latter, compared to using pre-trained
models on languages that may not necessar-
ily be close to these dialects. We construct
models covering the following use cases: Lan-
guage Identification, Sentiment Analysis, Part-
Of-Speech Tagging, and Speech Recognition.
Ultimately, we hope that these solutions can
catalyze the improvement of similar initiatives
in Comorian dialects and in languages facing
similar challenges.

1 Introduction

The Comoros are an archipelago composed of
four islands in the Indian Ocean. Approximately
850,000 people are living there (Worldometers),
speaking four dialects belonging to the Bantu Lan-
guage family (Atlasocio). These dialects are con-
sequently impacted by geo-spatial features that
progressively increase or eliminate similarities be-
tween them as shown in (Maurizio and Michele,

2021; Chamanga, 2022) and according to the
ORELC1 lexicon (See Fig. 1) in which we can ob-
serve that in a dictionary of 7,386 entries, 15.38%
of the words are shared by all the dialects, 6.47%
by three and 16.10% by two dialects. Indeed, these
dialects can be divided into two groups: Eastern
group (ShiNdzuani and ShiMaore) and Western
group (ShiNgazidja and ShiMwali). Moreover, a
part of the experiments conducted in (Maurizio and
Michele, 2021) has shown through lexical distances
calculation that these dialects could be classified
into two other different groups, the first one com-
posed of the ShiNgazidja while the second one
contains the other three dialects.

The arrival of Transformers (Vaswani et al.,
2017) was a real breakthrough in Artificial Intel-
ligence (AI). This architecture allows us to better
represent the context within texts which is a major
spearhead in Language Understanding. Pre-trained
Language Models like Bidirectional Encoder Rep-
resentations from Transformers (BERT) (Devlin
et al., 2019) have encapsulated this architecture,
paving the way to better representation of multiple
languages in all around the world (Pikuliak et al.,
2021) through Cross-Lingual Learning. In multi-
lingual scenarios, this latter allows languages that
suffer from data scarcity to learn from the others
owing to a sort of transfer learning. This becomes
more interesting when working on close languages
as demonstrated in (Tebbifakhr et al., 2020) where
a Machine Translation system was adapted to a lan-
guage close to the source language used on training.

The aim of this work is to contribute on the pio-
neering of Natural Language Processing (NLP) on
Comorian dialects by (a) constructing datasets that
could be used on different downstream tasks for
future works and (b) experimenting the impact of
using a cross-multilingual approach on close lan-

1https://orelc.ac/academy/ShikomoriWords/?i=
kmWords
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Figure 1: Dialects Varieties.

guage to leverage NLP solutions on low-resource
scenarios. The rest of this study is structured as
follows: We first present in Section 2 notable pre-
vious works in these dialects, then we describe in
Section 3 the data collection methodologies that
we adopted to collect the different datasets, Sec-
tion 4 shows the experiments that we conducted to
evaluate the constructed datasets while Section 5
presents the future work that could result from this
study following a final conclusion.

2 Related Work

One thing to know about these works is that only
few of them use NLP approaches and the data used
or resulted from them are not publicly available.
This make it more interesting the data retrieving
and the resorting to recent NLP solutions in order
to contribute to the digital representation of these
dialects, hoping that this could be helpful in differ-
ent upcoming use cases by researchers, institutions,
companies or particulars.

2.1 Old Resources
In this section, we compile studies that have signifi-
cantly influenced the advancement of Comorian di-
alects processing. These earlier resources predom-
inantly employed linguistic and manual method-
ologies, primarily focusing on proposing structural
frameworks for the written forms of these dialects
and translations into foreign languages like French:

• The Kamar-Eddine system: In the 1960s,
as described in (Lafon, 2007), Said Kamar-
Eddine proposed a writting system of Como-
rian dialects using Arabic scripts. This notable

work allowed several people to learn how to
write their language and is used until now.

• French-Comorian dictionnaries: These dic-
tionaries were published in 1979 (Sacleux
et al., 1979) and 1997 (Chamanga, 1997).
Other initiatives like ORELC followed and
allow until now many people to learn these
idioms.

• Introduction to Shikomori: A structural
grammar books (Ahmed-Chamanga, 2010;
Chamanga and national de documentation et
de recherche scientifique , Comoros) written
by the linguist Mohamed Ahmed Chamanga.

2.2 Modern NLP-specific Resources
After the democratization occuring since these re-
cent years of solutions based on recent information
technologies, the necessity to resort to these ap-
proaches for low-resource languages has become
apparent. For Comorian dialects, among the few
solutions that consider them, we emphasize:

• Machine Translation dataset: To the best
of our knowledge, the work described in (Ab-
dourahamane et al., 2016) is one of the first at-
tempts to manage Comorian dialects through
NLP. The corpus was created based on a Trans-
fer Learning from Swahili due to the similari-
ties between these languages.

• Language Identification: In (Adebara et al.,
2022), Comorian dialects were added to a mas-
sive corpus for Language Identification in sev-
eral African Languages.
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3 Datasets

Ensuring the quality of data has always been at the
center of concerns when designing AI solutions,
especially in NLP (Sonntag, 2004; Nesca, 2021).
This is more important in low-resource scenarios
to the point that before trying to understand which
model architecture could be more appropriate for
a given task in a given language, ensuring quality
and sufficiency of data is crucial.

Following the experiments conducted in (Artetxe
et al., 2022), interesting propositions were ad-
vanced. In fact, the experiments consisted of mea-
suring the impact of focusing on data processing
in the Basque language. They first estimated with
native Basque speaker the quality of three datasets
(mC4, CC100 and EusCrawl) then trained different
models (Topic Classification, Sentiment Analysis,
Stance Detection, Named Entity Recognition and
Question Answering) with the same parameters for
each dataset. One of the main conclusions resulted
from this study was that in language understand-
ing on low-resource scenario, the quantity of data
could be more helpful than its quality, even if this
latter is a crucial feature to take into account when
managing natural language.

We consider two observations (the data quality
and quantity importance) when constructing Como-
rian datasets for the aim to manage different NLP
tasks. For that we resort to different methodologies
depending on the task, the nature of data and from
each source the data was initially retrieved. We
also investigate the effectiveness of using advance
processing approaches like transfer learning from
close languages and data augmentation in possible
cases.

3.1 Lexicons

3.1.1 Lexicon Processing Pipeline
The pipeline described in Figure 2 aims to process
a given lexicon in order to make usable in different
downstream task like Sentiment Analysis (SA) and
Part-Of-Speech (POS) tagging.

To enhance SA tasks, we employ pseudo-
labeling using the Valence Aware Dictionary for
sEntiment Reasoning (VADER) (Hutto and Gilbert,
2014). This is an English lexicon-based SA model
constructed using existing human-validated senti-
ment lexicons, to which additional lexicons used
in Social Media, such as emoticons, slang, etc.,
were added. The annotation was done through a
wisdom-of-the-crowd approach, involving human

raters who rated each lexicon on a scale ranging
from -4 (extremely negative) to 4 (extremely pos-
itive), with 0 indicating a neutral sentiment. The
average sentiment of the words within a given text
is considered as the sentiment of that text. VADER
has proven to be more efficient than many state-of-
the-art models.

If, instead of utilizing a lexicon with English
translations, we have a different language, such as
French, two approaches can be employed: adopt-
ing a method similar to VADER for this language
or translating the lexicon into English and then ap-
plying VADER. For instance, when dealing with
French, we opt for the latter approach due to the ab-
sence of a cost-effective solution in lexicon-based
SA. Our suggestion is to leverage NLLB (Team
et al., 2022) for translating French words into En-
glish. NLLB, short for No Language Left Behind,
is an extensive multilingual machine translation
model that supports pairs of 200 languages. We
simply configure French as the input language and
English as the output in its parameters.

The last module of the pipeline comes into play
to complete the outputs and to enrich the dataset.
In fact, at the end of the previous modules, we
observe that some words are not mapped to a tag.
We retrieve some of these tags using the Swahili
POS dataset proposed in (Dione et al., 2023) by
simply searching the non-mapped words in this
dataset. Moreover, since in the dictionary names,
places and punctuation are nonexistent, we add
to the dataset all the corresponding entries in the
Swahili dataset.

3.1.2 Bahari Foundation
We use here the ShiNgazidja-English dictionary
(Thrower) written by Bahari Foundation. After
transforming the PDF file into text, we apply sev-
eral processing procedures. In fact, for some en-
tries, we can found the three particularities: the
existence of words variants (madjana, madjanaza,
etc.), variant spellings (djando → mdjando) or im-
plosive consonants (â and á). For word plurals and
variant spellings, we simply consider them as new
entries that taking the same translations as their
associated words. As for the implosive consonants,
we add new entries by just replacing them with
their similar letters (â → d, á → b). In fact, de-
spite the fact that these consonants are the correct
spellings, they are infrequently used. For example,
they are not used in the JW datasets (Section 3.2.1).
We then consider the two orthographies, with and
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Figure 2: Lexicon Processing Pipeline.

without the implosive consonants.
Finally, in Table 1, a sample of the dictionary can

be found. The lexicon contains three columns: the
ShiNgazidja word, the Noun Class, and the English
translation. In the latter, we can find the POS of
the word such as adjective, adverb, noun, etc. We
separate the POS tags from the English words, and
then we apply the pipeline to these to generate the
sentiments.

3.1.3 Ylangue e-langue

Ylange e-langue is an online ShiMaore-French lex-
icon2. We manually concatenate all the entries
into the same text file then we apply the previous
pipeline. We use NLLB to translate the French
lexicon into English so that we can apply VADER
and proceed to the rest of the pipeline.

3.2 Parallel Texts

3.2.1 Jehovah Witnesses

For Machine Translation, we retrieve data from
the Jehovah Witnesses website3. ShiNgazidja and
ShiMaore are one of the languages present in this
platform. We can find there different PDF files
containing texts in these two dialects. We can also
find the French corresponding PDF (a sentence-
by-sentence translation) when filtering on French
data. After converting the documents into text files,
we chunk the dialectal and French texts into sen-
tences by considering dots as separators. Finally,
we map each sentence to its French translation and
we end with approximately 4,000 sentences for
ShiNgazidja and 2,000 sentences for ShiMaore.

2http://ylangue.free.fr/lexique/index-french/
main.htm

3https://www.jw.org

3.2.2 Bloom Library

The Bloom Library (Leong et al., 2022) is a mul-
tilingual dataset covering 363 languages and 32
language families. An educational web platform re-
sulted from this initiative, in which 15 ShiNdzuani
books4 translated into English can be found. We
concatenate the content of these books and we fi-
nally end with a corpus of 1,000 sentences with
their translations.

3.2.3 Bible.com

The Bible.com website5 contains all of the bible
books translated into several languages including
ShiMaore. In the website there are the possibility to
visualize at the same time the bible translated verse
by verse in two languages as we can see in Figure
3. We use Selenium6 to perform bitext mining then
we end with a total of 7,643 verses.

3.3 Speech Recognition

The Pangloss Collection7 is a project initiated to
archive speech documents in different languages
with a special focus on the low-resourced ones. The
initiative covers 43 countries and contains 1,120
hours of audios spread over 240 languages and di-
alects. The corpus contains 1h30min of ShiMaore
audios and 12min of ShiNgazidja with their tran-
scriptions. We apply a speech processing pipeline
(See Fig. 4) to make the dataset easily manage-
able using two task: (a) audio segmentation and
down-sampling. In fact, the audio transcriptions
are stored in XML files with the timestamps of

4https://bloomlibrary.org/language:wni
5https://www.bible.com/
6https://selenium-python.readthedocs.io/
7https://pangloss.cnrs.fr/?mode=normal&lang=en
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Table 1: ShiNgazidja-English Dictionary.

ShiNgazidja Noun Class English

-a âaima - Adj. eternal
-a âini - Adj. religious
-a âiwara - Adj. round
-adabisha 15 V. to correct a child, to punish
-adabishiwa 15 V. to be punished
-adhini 15 (ar.) V. to call to prayer
-adiana 15 V. to promise
-airisha 15 V. to postpone, to delay, to bargain
-alfuáesha 15 (fr. alphabétiser) V. to teach literacy
(...) (...) (...)
djana (madjana) 5-6 N. one-hundred (number)
djanaza (madjanaza) 5-6 N. board for carrying dead body
djando (madjando) 5-6, 3-4 N. deceit/ mdjando (midjando)

Figure 3: ShiMaore and English translations of the Bible.

Figure 4: Speech Processing.

each sentence. We then use The AudioSegment8

module of the Python package Pydub to segment
the audios into different chunks. The final dataset
contains 1.9 hours and 800 sentences.

3.4 Data-Centric Experiments

3.4.1 Sentiment Pseudo-Labeling
Here, we are proposing to create from scratch super-
vised datasets using transfer learning from various
existing works. For that we consider the Jehovah
Witnesses and Bloom Library datasets. Addition-
ally, we employ an approach close to the one used

8https://audiosegment.readthedocs.io/en/latest/
audiosegment.html

in the lexicons to obtain the sentiments associated
to each sentence using VADER. But since VADER
works only on English, we translate before pseudo-
labeling the French translations in the Jehovah Wit-
nesses dataset into English.

One thing to notice here is that the choice of
VADER was because of its ability to detect senti-
ment on single words. But when dealing with long
texts, attention-based model like BERT perform
generally well (Devlin et al., 2019) precisely be-
cause of its ability to understand the text. For that
we use an SA fine-tuned BERT model9 to detect
the polarities of the English translated sentences.
We finally consider the average sentiments between
VADER and BERT for sentence labeling.

3.4.2 Audio Data Augmentation
In Automatic Speech Recognition (ASR), Data
Augmentation on audio allows to better improve
the models performances (Rebai et al., 2017) espe-
cially in low-resourced languages (Bartelds et al.,
2023). We use the SpeechBrain toolkit (Ravanelli

9https://huggingface.co/nlptown/bert-base-
multilingual-uncased-sentiment
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et al., 2021) to augment the speech dataset that we
constructed by corrupting the audio following four
steps:

• Speed Perturbation: We change a bit the
sampling rate to make the audio a bit slower
or faster than the original audio.

• Time Dropout: This consists of replacing
random chunks within the raw waveform of
audio by zeros. The idea is to allow the Neural
Network to better process the data even if such
information are not found.

• Frequency Dropout: Here, the zeros are
added into the frequency domain.

• Clipping: It is a saturation effect that is added
to the signal.

3.5 Data Availability
We leave all the datasets that we have constructed
throughout this work available to the public. They
can be found on Table 2.

4 Evaluations

4.1 Evaluation Metrics
We assess the Text and Token Classification model
performances using these classical four metrics
classification problems: Accuracy, F1-score, Re-
call and Precision. For ASR, we resort to the Word
Error Rate (WER) and Character Error Rate (CER).
WER measures the percentage of word errors in
the generated transcription compared to a reference
transcription. It is calculated by comparing the
total number of substitutions, deletions, and inser-
tions needed to align the generated to the reference
transcriptions. CER operates similarly but mea-
sures the percentage of character errors rather than
word errors. It is often used to assess the quality of
transcriptions on a character-by-character basis.

4.2 Models
We conduct all the training model experiments in
Google Colaboratory10 on a machine with 12GB
of RAM, powered by a Tesla T4 GPU. Since the
default data storage is not persistent, we connect
the environment to a Google Drive storage. Dur-
ing the model training process, we first shuffle the
datasets (sentences, words, or audio) before split-
ting into training and testing sets. We then set 80%
for training and we test on the remaining 20%.

10https://colab.research.google.com/

4.2.1 Language Identification
We use here the dataset described in 3.2.1, not
for a Machine Translation task, but rather for a
two-classes classification for Language Identifi-
cation purpose. We compare three models: (a)
mBERT, the multilingual version of BERT, trained
on 104 languages and introduced in the original
BERT paper (Devlin et al., 2019), (b) AfriBERTa
(Ogueji et al., 2021), a model designed to under-
stand several African languages and (c) BantuLM
(Abdou Mohamed et al., 2023b), a multilingual
model oriented towards Bantu languages.

On Table 3, we find the results obtained at the
end of the three experiments. Indeed, we see that
the BantuLM model trained specifically on Bantu
languages returns better performance than the other
two, especially mBERTs. This could partially con-
firms the hypothesis according to which the transfer
of knowledge between different languages is quite
important when dealing with closely related lan-
guages.

4.2.2 Sentiment Analysis
Our approach is inspired by previous work that has
used language models based on BERT to improve
the state of the art in SA on African languages
(Martin et al., 2021; Muhammad et al., 2023). We
actually apply the pseudo labeling methodology
introduced in 3.4.1 on parallel corpora. We end up
with 15,000 sentences and words accompanied by
their polarities.

Finally, we train a multilingual SA model that en-
hance at the same time all the dialects. Table 4 sum-
marizes the final results of the three approaches.

4.2.3 Part-Of-Speech Tagging
To establish the Part-Of-Speech (POS) Tagging
experiment in ShiNgazidja, we use two datasets
described in the previous sections: the Jehovah
Witnesses sentences and the Bahari Foundation
lexicon. In POS, the dataset must have several sen-
tences with their tags. For that we use the python-
Levenshtein11 library to match the lexicon entries
to each word in the sentences. In fact, the idea is to
find the most similar words in the sentences to the
ones in the lexicon. For the couples in which we
have a mapping ratio more than 80% we attribute
the lexicon tag to the word in the sentence and we
attribute a default tag ("n", as in "noun") for the rest.
The final dataset contains 23,454 tokens structured
as presented in Table 5.

11https://pypi.org/project/python-Levenshtein/
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Table 2: Data Repositories.

URL Type Dialects Size

ShiNgazidja Lexicon Lexicon ShiNgazidja 5,714 words
ShiMaore Lexicon Lexicon ShiMaore 2,161 words
ShiKomori Sentiment Raw text ShiMaore, ShiNgazidja and ShiNdzuani 17,419 sentences+words
ShiKomori ASR Audios+Transcriptions ShiMaore, ShiNgazidja 1.9 hours
ShiKomori ASR Augmented Audios+Transcriptions ShiMaore, ShiNgazidja 9 hours

Table 3: Language Identification Results.

Model Accuracy F1-score Recall Precision

mBERT 0.940574 0.932762 0.928240 0.937825
AfriBERTa 0.945403 0.940489 0.926131 0.948652
BantuLM 0.963798 0.959927 0.957621 0.962378

Table 4: SA Results.

Model Accuracy F1-score Recall Precision

mBERT 0.7623 0.7251 0.7227 0.7388
AfriBERTa 0.7793 0.7577 0.7580 0.7592
BantuLM 0.7704 0.7366 0.7342 0.7511

We then fine-tune BantuLM for a Token Clas-
sification task. Table 6 resumes the results ob-
tained throw these experiments. Here, we observe
once again that AfriBERTa and BantuLM perform
slightly better than mBERT. One thing to notice
is that, unlike sentence classification tasks such as
Language Identification, the POS tagging process
depends particularly on the tokens used in the pre-
training of the model. This is because of the fact
that out-of-vocabulary words impacts severely the
tags recognition (Horsmann and Zesch, 2016). For
that, the absence of Comorian dialects in the pre-
training data of the three models definitely plays a
major role in the token classification. This is why
in the examples presented in the Table 6 we can
observe wrong words truncation.

4.2.4 Speech Recognition
For Speech Recognition, we also resort to multilin-
gual models to leverage the state-of-the-art NLP on
low-resource languages. Notable previous works
have used similar approaches on several African
languages (Abdou Mohamed et al., 2023a) or on
specific language family like Bantu (Elamin et al.,
2023). The first approach is based on Wav2vec
(Babu et al., 2021), a cross-lingual pre-trained ASR
model, while the second resort to Conformer (Gu-
lati et al., 2020). These both models were initially

Figure 5: WER and CER Evolutions during Training.

designed like textual pre-trained language model
to enhance several languages including ones that
are not present on the pre-training corpus.

In our case, after proceeding to Data Augmenta-
tion, we use Whisper (Radford et al., 2022), one of
the most current innovative ASR solutions. More
precisely, we use whisper-small12, a distilled check-
point that has 244 millions parameters and which
is trained on 680,000 hours of labeled data for the
aim of enhancing multiple tasks in Speech Pro-
cessing like ASR, Speech Translation or Speech
Generation. Despite the fact that the checkpoint
is multilingual, it was not initially trained to en-
hance Comorian dialects. But Swahili was in the
pre-training corpus. When choosing the language
on fine-tuning, we then select Swahili.

The WER and CER evolutions shown in Figure
5 are quite interesting knowing the size of the data.
In fact, the high final WER of 55.42% is an ex-
pected score because of the fact that the transcribed
texts are not sufficient to facilitate the model gen-
eralization. Indeed, the training dataset has a very
limited vocabulary composed of only 2,216 unique
words, which leads to this high score. Unlike that,
we observe a low final CER of 40.11% suggesting
that the model has the ability to detect the granular
sounds within the audio.

12https://huggingface.co/openai/whisper-small
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Table 5: POS Tokens Frequencies.

adv adj v n loc prep int plac conj pron

Adverb Adjective Verb Noun Locution Preposition Interjection Place Conjunction Pronoun
866 1,788 6,669 11,161 96 677 9 960 1,195 33

5 Conclusion and Future Work

The work presented in this article had two main ob-
jectives: contributing to the community by propos-
ing datasets that can be used to advance the state-
of-the-art on under-represented languages, particu-
larly Comorian dialects and assessing the impact in
terms of transfer learning on different pre-trained
models. We evaluated the constructed datasets on
four tasks: Language Identification, SA, Part-of-
Speech Tagging and Speech Recognition. But be-
fore we conducted Data-Centric experiments con-
sisting of Pseudo-Labeling and Data Augmentation
respectively for SA and Speech Recognition.

Promising results have been obtained, opening
the door to the representation of Comorian dialects
in the field of Artificial Intelligence. However, a
long way remains to be covered in order to make
this representation more effective. It would be in-
teresting in future work to experiment with other
areas that we have not been able to cover due to
lack of data such as Automatic Translation, Speech
Generation, etc. For the downstream tasks already
supported, we propose in future work to see how
we could best refine them by facilitating their gener-
alization. This could be made possible by enriching
and diversifying the data or by experimenting with
other models.
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