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Abstract
The Moravians are a Christian group that has
emerged from a 15th century movement. In
this paper, we investigate how memoirs written
by the devotees of this group can be analyzed
with methods from computational linguistics,
in particular sentiment analysis. To this end,
we experiment with two different fine-tuning
strategies and find that the best performance for
ternary sentiment analysis (81% accuracy) is
achieved by fine-tuning a German BERT model,
outperforming in particular models trained on
much larger German sentiment datasets. We
further investigate the model(s) using SHAP
scores and find that the best performing model
struggles with multiple negations and mixed
statements. Finally, we show two application
scenarios motivated by research questions from
religious studies.

1 Introduction

While not entirely uncontroversial (cf. Mortimer,
2002, 189ff.), ego-documents (i.e. documents in
which humans write about themselves and their
experiences) are an important source of historical
research (Burke, 2013; Farbstein, 1998; Kuromiya,
1985; Redlich, 1975). In this paper, we focus on
one specific kind of ego-document, often called
memoir: semi-autobiographical records written
by members of the Moravian Church in the 18th
century. In line with general migration move-
ments at that time, many Moravians migrated from
Europe to America. The semi-autobiographical
records we investigate are the result of a custom
among Moravians to document their lives in writ-
ten form. As they were completed, compiled and
collected by other members of the respective local
church (Van Gent, 2017), we consider them semi-
autobiographical. Religiously, the Moravians are
connected to the so-called “Blood and Wounds”
theology (Atwood, 2006), dating back to their
founder, Nikolaus Ludwig von Zinzendorf (1700–
1760). Next to blood, the “wounds Jesus suffered

on the cross became the main focus of this religious
attention” (Atwood, 2006, 38).

The memoirs are also believed to express a high
degree of emotionality (Van Gent, 2017; Faull and
McGuire, 2022), which is why we focus on sen-
timent analysis in this paper, while also taking
into account that emotionality found in the text
is not necessarily only rooted in emotions of the
person the memoir is about. From a linguistic stand-
point, these sources exhibit regional variation and
domain-specific terms, some of them connected
to the “Blood and Wounds” theology. We there-
fore experiment with multiple ways of assigning
sentiment scores, and explore the gain by adapting
these systems to the specific domain and text genre.
We also investigate how to visualize what these
models actually have learned, and provide two ap-
plication scenarios motivated by research interests
from religious and historical studies.

In the following sections, we outline connected
fields of research first. Then, we go into details
about how we compiled our dataset and what kind
of analyses we conducted before discussing our
findings.

2 Related Work

This paper has links to multiple research areas from
Computational Linguistics (CL) and Digital Hu-
manities (DH).

2.1 Digital Biographical Research

Biographical documents have been investigated
in both disciplines for quite some time, often
working with Wikipedia data (Biadsy et al., 2008;
Palmero Aprosio and Tonelli, 2015; Chisholm et al.,
2017) or focusing on digitization and editorial work
which is often combined with Linked Open Data
(Fokkens et al., 2014; Hyvonen et al., 2019). Target-
wise, most works see biographies as factual texts
from which facts can be extracted. Thus, there is a
prevalence of spatio-temporal and social network
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analysis approaches (Faull, 2021; Windhager et al.,
2017). To the best of our knowledge, there are only
a few other studies that focus on emotions or senti-
ment in this area. One concerned Australian World
War I diaries (Dennis-Henderson et al., 2020) and
another one English Moravian memoirs from the
18th century (Faull and McGuire, 2022; McGuire,
2021). The latter is our main reference project.

2.2 Historical Sentiment Analysis

Sentiment analysis is a common CL task that has
mainly been applied to news, product reviews and
Social Media data (cf. Liu, 2012). Nevertheless,
the number of studies devoted to historical domains
increased over the past decade. An earlier appli-
cation was a dictionary-based analysis of relation-
ships between characters in Shakespeare’s plays
(Nalisnick and Baird, 2013). The former preva-
lence of sentiment dictionaries gave also rise to
corpus-based domain adaptation methods that use
seed lists (Hamilton et al., 2016). Regarding his-
torical German data, one of the earliest approaches
was a happy ending prediction based on a support
vector machine (Zehe et al., 2016). More recent
studies found that transformers outperform other
approaches (Schmidt et al., 2021; Allaith et al.,
2023). However, custom dictionaries are still used
in particular for highly specific research questions
or small heterogeneous datasets which are typical
features of ego-document collections (Faull and
McGuire, 2022; Dennis-Henderson et al., 2020).

2.3 Explainable AI

While dictionary-based approaches to sentiment
analysis are inherently explainable, transformer-
based ones are not, which raises questions about
their trustworthyness. This is why various ways
to explain a given model globally or locally (i.e.
in relation to an individual prediction) have been
proposed (Danilevsky et al., 2020; Linardatos et al.,
2020). One such method relies on an architecture
that not only predicts class labels but also summa-
rizes its input (Bacco et al., 2021). A different one
is SHAP (SHapley Additive exPlanations) which is
an external explainability model that unifies several
similar methods (Lundberg and Lee, 2017). Zielin-
ski et al. (2023) evaluated it on a (non-historical)
sentiment analysis application where it performed
best with regard to BERT models in terms of plau-
sibility and faithfulness.

Figure 1: Birthplaces documented in the entire dataset

3 Data and Methodology

In this section, we first describe how we selected
the data we wanted to analyze. Afterwards, we list
the sentiment and explainability models we used
and outline how we conducted our experiments.

3.1 Corpus Construction and Annotation

Due to the lack of German Moravian corpora with
sentiment annotations, we needed to compile a
new one ourselves. We started with 41 Moravian
memoirs transcribed by Faull1 and added 23 from
the crowdsourcing project Moravian Lives2. This
project lists 328 more documents as available but
unpublished since their respective transcriptions
are incomplete. Even more Moravian texts from
various genres are in the process of digitization but
not considered here (Lasch, 2023). To the best of
our knowledge, there are at the moment only 64
German memoirs available in digital form, all of
which include metadata about the person’s gender
as well as birth and death dates. This metadata
was manually enriched by the place of birth and
used to semi-randomly select a gender balanced
subcorpus of 36 texts from people that lived in the
18th century. Figure 1 shows that people from vari-
ous German speaking communities in Europe and
New York/Pennsylvania are included but also a few
Native Americans and two former African slaves.

Having selected our subcorpus, we first conduct
sentence splitting using stanza (Qi et al., 2020).
Since punctuation is often not normalized (or not
used at all) in the data, we corrected the sentences
semi-automatically, which yields 2210 sentences in
total. Afterwards, we anonymized each sentence by
masking names with {NAME} and annotated it with
one of the three labels negative, neutral and

1https://katiefaull.com/moravian-materials
2http://moravianlives.org/
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Dataset Instances
neg neut pos Total

Train 485 523 760 1768
Test 115 150 177 442
Total 600 673 937 2210

Table 1: Train/test dataset statistics

positive, making it a ternary classification task.
It should be noted that the neutral class was used
for sentences without sentiment bearing words, and
not for mixed-sentiment sentences. In cases of
mixed sentiment, we based our annotations on the
final state or result of the action described in a
given instance. For example, we annotated (1) as
negative.

(1) Ich versuchte oft und viel mir selbst aus
diesem Zustand zu helfen, aber vergebens,
(‘I tried often and hard to help myself out of
this state, but in vain,’)

Finally, we randomly split our data in 80%
training samples and 20% used for testing. Both
datasets show a positive bias (see Table 1) unlike
the prevalence of negative samples in some literary
corpora (Allaith et al., 2023; Schmidt et al., 2021).

3.2 Ternary Sentiment Analysis
In our experiment, we compare i) trained off-the-
shelf models for sentiment analysis, ii) dictionary-
based methods and iii) models fine-tuned to this
specific dataset. We use the following systems:

ger-senti-bert. This BERT model was trained
on 1.8M German samples from Social Media as
well as app, hotel and movie reviews (Guhr et al.,
2020).

senti-distilbert. This Hugging Face model3 was
distilled from the zero-shot classification pipeline
on the Multilingual Sentiment dataset4.

SentiWS. This dictionary lists polarity values
within the interval [-1, 1] for 34.6k German word
forms. It has a focus on financial data and product
reviews (Remus et al., 2010).

GerVADER. VADER (Valence Aware Dictio-
nary for sEntiment Reasoning) adds a few context-
aware rules to a dictionary lookup (Hutto and
Gilbert, 2014). The German adaptation builds on

3https://huggingface.co/lxyuan/distilbert-base-
multilingual-cased-sentiments-student

4https://github.com/tyqiangz/multilingual-sentiment-
datasets

word forms from SentiWS as well as a few slang
words all of which are re-rated in a crowdsourcing
project and enriched with items commonly found
in Social Media (Tymann et al., 2019).

We fine-tuned bert-base-cased (Devlin et al.,
2019) and gbert-base (Chan et al., 2020) with
the transformers library from Hugging Face using
default parameter settings (i.e. 3 epochs). This
took approximately 10 minutes on a T4 GPU. We
also fine-tuned ger-senti-bert in the same way
to evaluate whether this kind of transfer learning is
a viable option.

3.3 Experimental Setup

The experiment we conduct is a sentence-wise clas-
sification experiment, to determine which of the
systems/models mentioned above performs best.
To this end, we transformed manual annotations as
well as predicted sentiment labels into numbers (-1
for the negative, 0 for the neutral and 1 for the pos-
itive class). In case of lexicon-based approaches
we used a compound score per sentence instead,
which already leads to values in the interval [-1, 1].
Afterwards, we calculated mean sentiment values
per text and compared the values from our manual
annotations to model predictions.

3.4 Explainability Analysis

In order to reach a deeper understanding of the
main differences between the systems under inves-
tigation, we conducted various SHAP experiments.
SHAP values are gained by masking an input as
a whole before subsequently unmasking tokens.
Thus, they measure the impact of a given token on
the probability that the model under investigation
predicts a given label on a range from -1 (negative
impact) to 1 (positive impact) (Lundberg and Lee,
2017). It should also be noted that the sum of all
SHAP values per class (three in our case) is always
zero. Annotating all of our 442 test sentences this
way took approximately one hour on a T4 GPU.
We analyzed the enriched dataset by first looking at
distributions per class. Afterwards, we calculated
means per token, bigram and trigram and looked at
the most impactful ones per class.

4 Results

We performed two types of model evaluations,
namely looking at raw performance scores on the
one hand and explainability attempts on the other.
The following subsections present our findings.
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Model Acc F1 Scores
neg neut pos

Random Baseline .33 .33 .33 .33
Majority Baseline .40 .00 .00 .57

SentiWS .34 .03 .51 .00
GerVADER .59 .46 .59 .65

ger-senti-bert .37 .18 .51 .09
senti-distilbert .45 .56 .00 .53

bert* .63 .54 .72 .63
gbert* .81 .76 .84 .82
ger-senti-bert* .74 .69 .77 .75

Table 2: Sentiment classification results. Models
marked with * are fine-tuned on Moravian data, best
results are highlighted in bold.

4.1 Sentiment Classification

Table 2 lists accuracy and F1 scores per class for
each model based on predictions on the test dataset
as well as random and majority baselines. In order
to compare the different approaches, the compound
scores of lexicon-based approaches (SentiWS and
GerVADER) were categorized with thresholds of
±.05 that are said to yield best results (Hutto and
Gilbert, 2014).

It is worth noting that the addition of context-
aware rules, which is the main difference between
the two lexicon-based approaches led to an .25
increase in accuracy to .59. The individual F1
scores imply that this may be due to a better recog-
nition of non-neutral instances. Similar issues
can be seen in the scores of ger-senti-bert ex-
plaining why this transformer-based approach is
also outperformed by GerVADER. The multilingual
senti-distilbert by contrast hardly identifies
any neutral samples at all which is another no-
table finding since this is the only model doing so.
The scores can be improved by fine-tuning as we
showed with ger-senti-bert. This model ranks
between base cased BERT models which is in line
with previous research (Schmidt et al., 2021). In
our case gbert performed best with an accuracy of
.81 and similar F1 scores. Looking at individual
F1 scores, all fine-tuned models share the common
trait of performing worst in recognizing negative
samples. This may be due to the fact that this class
is underrepresented in our dataset (see Table 1).

Figure 2 shows confusion matrices of our fine-
tuned models which illustrate that neither one of

Figure 2: Confusion matrices of fine-tuned models

them had problems distinguishing neutral from
non-neutral samples. However, the English BERT
model confused about one third of the negative
samples with positive ones and vice versa. A simi-
lar but weaker trend is also observable for the other
fine-tuned models.

4.2 Error Analysis

Since the fine-tuned gbert model performed best,
we focus our error analysis on this model. Even
though many misclassifications cannot be catego-
rized (see Table 3), we note that in a few cases, the
model fails to consider the outcome in sentences
with mixed sentiment. Example (1) from above is
classified as positive but annotated as negative.

The most error-prone group were long sentences
since they tend to contain mixed sentiment. Short
sentences, by contrast, were classified wrongly in
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Error Confusion
neg/pos neg/neut neut/pos Total

mixed .08 .01 .01 .11
long .20 .13 .02 .36
short .01 .01 .07 .10
negated .05 .04 – .08

other .10 .14 .24 .48

Total .44 .33 .35 1.00

Table 3: Distribution of error types of the fine-tuned
gbert model. Highest values are highlighted in bold.

a few cases where they were ambiguous without
context. Finally, some errors can be explained by
multiple negations as in (2).

(2) er würde nicht flüchten den er hätte den In-
dianern nichts böses sondern vielmehr gutes
gethan,
(‘he would not flee because he had done the
Native Americans no harm but rather good,’)

4.3 Explaining Sentiment Predictions
Here, we present results from our explainability
experiments. We start by using standard plotting
functionality of the shap library5 on a single pre-
diction before analyzing SHAP value distributions
and n-grams from our whole test dataset.

4.3.1 Explaining Individual Predictions
As SHAP is at its core a local explainability
method, it offers ways to visualize which input
features contributed to what degree to a model out-
put. One such visualization can be seen in Figure 3
where (3) is analyzed.

(3) Die lezte Zeit kränckelte er.
(‘In recent times, he has been ailing.’)

In this case, our fine-tuned English BERT model
falsely predicts the positive class with 57.8% con-
fidence while the true label negative only reaches
34.7%. The German model, by contrast, labels the
sentence correctly with 99.8% confidence. This
difference between the two models is a typical one
when considering their confusion matrices (see Fig-
ure 2) and can be explained in this specific instance.
The former model focused on the wrong word
forms namely Die lezte ‘In recent’ while the latter

5https://shap.readthedocs.io/en/latest/

identified the correct sentiment anchor kränckelte
‘ailing’. This can be seen by higher supporting
SHAP values (colored in deeper red in Figure 3)
attributed to the respective BERT tokens.

4.3.2 SHAP Value Distributions
To get insights into the general classification be-
havior of our fine-tuned models, we looked at the
whole distribution of SHAP values (see Figure 4).
As expected, the vast majority of individual tokens
in our test dataset are non-discriminatory in nature.
The means per class fall into the interval (-.01, .00)
for the English BERT model and (-.01, .01) for the
German one. Interestingly, the slightly negative
mean SHAP value belongs to the neutral class in
both cases. This trend is even more apparent when
looking at outliers as the neutral class is the only
one with considerably more negative outliers than
positive ones. Thus, both models seem to recognize
neutral samples stronger ex negativo which can be
seen as a learning success since we used this class
only in cases that lack sentiment bearing words.

Another interesting finding lies in the fact that
fine-tuning gbert leads to considerably larger
SHAP value intervals in all three classes. For exam-
ple, the smallest range of this model was .94 with
values between -.32 and .62 in case of attributions
to the negative class. However, this is almost twice
the maximum range of the fine-tuned bert (.56)
that it reached with attributions to the neutral class
with values between -.32 and .24. To sum it up,
this implies that the German model was better at
learning discriminatory tokens which matches our
observations from looking at confusion matrices
(see Figure 2) and will be investigated further in
the following section.

4.3.3 N-gram Analysis
The additive nature of SHAP values enabled us to
also look at token combinations (n-grams) that had
the highest impact on predictions of our fine-tuned
models. In Figure 5, we present SHAP values for
single tokens and bigrams. Bigrams were added in
order to get more interpretable results in our setting.
This is due to the fact that especially tokens from
bert were too ambiguous without context while
an inclusion of trigrams led to a mere increase in
variations of top ranking bigrams.

The English BERT has seemingly recognized
the German negator nicht ‘not’ split into ni and cht
as one of the most typical features of negative sam-
ples. This result was rather unexpected but gave
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Figure 3: Default SHAP explanation plots per fine-tuned model (gbert* (left), bert* (right)). The predicted class is
underlined and the confidence highlighted in bold. Negative SHAP values for the predicted class are colored blue
and positive ones red. Lighter colors correspond to SHAP values closer to 0. The input sentence is shown in (3).

Figure 4: SHAP value distributions per model

insights into an imbalance in our train dataset as
29.5% of the negative samples contain this type
of negation but only 9.1% percent of non-negative
ones. Not only did gbert learn this feature but also
some collocations of German words that bear nega-
tive sentiment like Schmerz ‘pain’, verloren ‘lost’,
Versuch[ung] ‘temptation’, Furcht ‘fear’, schwach
‘weak’, kon[fus] ‘confused’, schlecht ‘bad’, krank
‘sick’ and fehlen ‘to lack’.

With regard to neutral samples, it is worth men-
tioning that the English model considered dates
and places as typical instances of this class. This is
a learning success as such entities are commonly
used in travel descriptions or introductory passages
that tend to lack sentiment in Moravian memoirs.
Interestingly, it also found the verb heiraten ‘to
marry’ which accounts for the fact that marriages
were indeed presented factually and not especially
emotionalized in most memoirs. Top n-grams that
contributed to neutral labeling of gbert on the
other hand are harder to interpret. There is a preva-
lence of forms of the verb wollen ‘to want’ although
they were similarly frequent in neutral annotations
as in other ones.

The results for the positive class mirror those for
the negative one. The English BERT seemed to

have found another slight imbalance in our training
corpus namely that exclamation marks occurred a
little more frequently in positive samples (5.4%)
than in others (1.8%). It might have also recog-
nized the positively connoted noun Herz ‘heart’
as the trigram zu +Her+zen (.29) (c.f. zu +Her
(.17) in Figure 5) implies. Still, gbert has once
again learned more sentiment bearing lemmata
like lieben ‘to love’, gut ‘good’, willig ‘willing’,
Vergnügen ‘pleasure’, helfen ‘to help’, Dank ‘grati-
tude’, Freude ‘joy’ and genießen ‘enjoy’.

Finally, we want to stress the fact that the mean
SHAP values of n-grams from the German BERT
model were consistently higher than ones from the
English model even though is is less apparent for
the neutral class. This is in line with our findings
in section 4.3.1.

5 Applications

To illustrate some of the analyses made possible
through sentiment assignments of the Moravian
memoirs, we showcase two content-wise analyses
of interest to the Moravian community.

5.1 Gender-based Sentiment Differences

We compared the German corpus with an English
equivalent that was already analyzed (Faull and
McGuire, 2022) by grouping sentiment annotations
per gender. However, we did not limit our analysis
to means but looked at whole distributions instead.
Figure 6 shows the results with regard to manual
annotations as well as ones generated from some
of the models listed above. Note that we ignored
the random and majority baselines since they are
not expected to provide meaningful results. We
also did not include SentiWS and our fine-tuned
ger-senti-bert as they did not lead to insights
that cannot be drawn from other models. This is
due to the fact that the former classified almost
anything as neutral and the latter was consistently
in between the other two fine-tuned models.
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Figure 5: Single tokens and bigrams with highest SHAP values per class (negative (left), neutral (middle), positive
(right)) and fine-tuned model (gbert* (top), bert* (bottom))

Figure 6: Sentiment distributions per gender and model

Our manual annotations are in line with the ten-
dency found in the English corpus that lives of
Moravian women are presented more positively
than the ones of men (Faull and McGuire, 2022),
especially when considering mean sentiment scores
only. The fine-tuned gbert closely mirrored this
distribution which was expected as it performed
best (see Table 2). The same trend can however
also be induced from most of the worse performing
models although less overt. This is particularly true
for the multilingual senti-distilbert which not
only yields the highest range of sentiment values in
general but also the biggest overlap between both
distributions. On top of that, it leads to whiskers

that are contrary to the general trend. Most of
these findings are also true for classifications from
the fine-tuned bert, albeit to a lesser extent. On
the other hand, it is noteworthy that the sentiment
values gained from senti-distilbert are more
neutral (and negative). The former can also be seen
by looking at the results of the other non-fine-tuned
transformer model ger-senti-bert even though
that model fails to identify most non-neutral sam-
ples (see Table 2). Interestingly, the lexicon-and-
rule-based approach GerVADER performed almost
as well on this task as our best fine-tuned model
although its accuracy and F1 scores are worse.

5.2 Sentiment of “Blood and Wounds”
Theology Related Words

Another research driven application is a quantita-
tive analysis of the effects of “Blood and Wounds”
theology on this corpus. The hypothesis is that
tokens associated with this theology and accom-
panying themes are used in a positive context in
memoirs of this specific time frame (Atwood, 2006;
McGuire, 2021). Note that this was to the best
of our knowledge not yet researched empirically,
though. Nevertheless, most of the models we tested
show this tendency as Table 4 illustrates.

Here, all fine-tuned models are able to confirm
the hypothesis with mean sentiment values above
.50. This suggests a strong positive sentiment to-
wards the (sub)strings [Bb]lut ‘blood’/‘bleed’ and
Wunden ‘wounds’ which is in line with our man-
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Model Mean Sentiment
B&W Dataset

manual .52 .15

gbert* .52 .16
bert* .57 .14

senti-distilbert .08 -.06
ger-senti-bert -.01 -.04

GerVADER .20 .18

Table 4: Mean sentiment per model of sentences with
“Blood and Wounds” words (B&W) compared with the
entire dataset. Models marked with * are fine-tuned on
Moravian data, best results are highlighted in bold.

ual annotations. Our fine-tuned basic cased bert
seemed to have indeed learned this very specific
framing in Moravian memoirs of that time. It even
slightly overrates the sentiment in relevant samples.
It has to be noted, though, that both fine-tuned
models have seen most of the samples as part of
the train dataset. The other models we tested, on
the other hand, hardly capture the fact that these to-
kens are as positively framed. This can be seen for
example in the case of the weak positive sentiment
attributed by senti-distilbert. This result is in
line with its general performance on our data and
the one on the previous task as the aggregation of
mainly non-neutral annotations may lead to a mean
value close to zero. ger-senti-bert, on the other
hand, yields a very weak negative sentiment which
can not only be explained in regard to its general
classification tendency but also by the expected
framing in non-Moravian data. Finally, GerVADER
mirrors once again the general tendency but with a
mean sentiment of .20 to a lesser extent.

6 Conclusion

In this paper, we introduced a manually annotated
dataset for ternary sentiment analysis of German
memoirs of Moravians that lived in the 18th century.
The prevalence of non-neutral samples in it attest
that sentiment in particular and emotions in general
are important features of this domain which is in
line with theological research (Van Gent, 2017;
Faull and McGuire, 2022).

We also introduced BERT models fine-tuned on
this dataset that not only outperform existing trans-
former models and lexicon-based approaches but
also reach or even surpass state-of-the-art results

(Allaith et al., 2023; Schmidt et al., 2021). This
was not only true for performance statistics like
accuracy and F1 scores but also for two research
driven applications. Here, we found that German
memoirs of women tend to be more positive than
those of men and that a positively framed “Blood
and Wounds” theology can be observed empirically.
Both findings confirm results from various Mora-
vian research projects (Atwood, 2006; Faull and
McGuire, 2022; McGuire, 2021). They also show
that the minimum performance level required may
depend on the downstream task at hand.

Concerning model explainability, we showed
that a deeper look at F1 score distributions and
confusion matrices can already give some hints on
the classification behavior and possible problems
related to this. These results can be enriched by
applying local explanation approaches like SHAP
to a whole dataset. This revealed in our case that
gbert actually learned sentiment bearing lemmata
during fine-tuning and that a neutral class has to
be inferred ex negativo. The base English BERT
model, by contrast, focused more on rather random
imbalances in our test dataset like negations and
punctuation marks. The latter was also observed in
a related NLP task (Inácio et al., 2023). We suspect
that these differences might be due to the different
tokenizers involved as the German one tends to
split fewer word forms that may carry sentiment
information.

From these observations we draw the conclusion
that state-of-the-art performances for ternary senti-
ment analysis can already be reached with less than
2k fine-tuning samples. This makes transformer-
based approaches feasible in low resource settings
even more so since individual model predictions
can be explained to a certain degree.

Limitations

This work should be seen as a case study that com-
plements others like in the case of our performance
comparisons (see Table 2) which confirmed trends
from similar research projects. However, they are
still only valid for our specific setting and thus
we expect our fine-tuned models to perform worse
when applied to strongly deviating domains. With
regard to our explainability analysis, we want to
stress the fact that the calculation of SHAP values
is a resource-intensive task as also noted in another
Sentiment Analysis application (Zielinski et al.,
2023). In our case it was even more intensive than
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the main fine-tuning step. This could be accounted
for in a future ablation study.

Ethics Statement

It should be noted that our fine-tuned models might
have learned derogatory language in relation to Na-
tive Americans or immigrants with non-European
origins which should be seen in the given historical
context. We refrained from masking corresponding
terms in order to enable future research especially
since other projects already deal with framing and
devaluation phenomena in Moravian missionary
narratives (Lasch, 2023).
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