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Abstract

This paper aims to augment fans’ ability to cri-
tique and explore information related to celebri-
ties of interest. First, we collect posts from X
(formerly Twitter) that discuss matters related
to specific celebrities. For the collection of ma-
jor impressions from these posts, we employ
ChatGPT as a large language model (LLM) to
analyze and summarize key sentiments. Next,
based on collected impressions, we search for
Web pages and collect the content of the top
30 ranked pages as the source for exploring the
reasons behind those impressions. Once the
Web page content collection is complete, we
collect and aggregate detailed reasons for the
impressions on the celebrities from the content
of each page. For this part, we continue to use
ChatGPT, enhanced by the retrieval augmented
generation (RAG) framework, to ensure the reli-
ability of the collected results compared to rely-
ing solely on the prior knowledge of the LLM.
Evaluation results by comparing a reference
that is manually collected and aggregated rea-
sons with those predicted by ChatGPT revealed
that ChatGPT achieves high accuracy in reason
collection and aggregation. Furthermore, we
compared the performance of ChatGPT with
an existing model of mT5 in reason collection
and confirmed that ChatGPT exhibits superior
performance.

1 Introduction

In recent years, social networking services (SNS)
such as X (formerly Twitter) have become plat-
forms where various opinions are expressed. As
shown in Figure 1, a significant number of posts on
these platforms contain impressions and critiques
of celebrities, often triggered by events such as TV
drama broadcasts, commercials, or news reports.
Among celebrity fans, there are individuals who
have a strong interest in this type of information.
For example, when an event or an incident that is

related to a popular celebrity occurs, people ex-
press their own thoughts regarding those events
and incidents in SNS such as microblog (e.g., X)
posts. Since a number of those posts are distributed
through SNS, this makes it unexpectedly difficult
to correctly identify what people actually intend to
express in their posts. The reasoning behind these
impressions is often implicit and can be influenced
by various factors such as the stance of the writ-
ers of the posts, recently occurring related events,
and the contexts provided by external sources like
news articles and ads. However, such background
information is not always detailed in the posts them-
selves. Therefore, it is necessary to utilize not only
the information within the posts but also external
information to gain comprehensive understanding.

Considering those situations, this paper aims
to augment fans’ ability to critique and explore
information related to celebrities of interest. To
achieve this overall goal, we first collect posts from
X that discuss matters related to specific celebrities
and gather major impressions on those celebrities.

Our ChatGPT-based approach overcomes the
limitations of a previous research (Sugawara and
Utsuro, 2022), allowing for a more flexible and
comprehensive collection of aspects and impres-
sions about celebrities. The details of our ChatGPT-
based method for collecting and aggregating im-
pressions are to be explained in Section 4. This
approach allows us to more effectively identify and
aggregate the major impressions on celebrities’ as-
pects from the vast amount of information available
in X posts, while taking into account the context of
the posts. This enables a more comprehensive and
nuanced understanding of the public’s perceptions
of celebrities, going beyond the limitations of the
previous method. We then use the corresponding
pair of a celebrity’s aspect and an impression as
a keyword for collecting detailed information and
their reasons from Web pages.

After selecting the keyword, we search for Web
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Figure 1: Numerous Posts on Celebrities triggered by Various Celebrities related Events

pages using the keyword as a query and collect the
content of the top 30 ranked pages as the source for
exploring the reasons behind the impressions.

Once the Web page content related to the key-
word is collected, we explore detailed reasons for
the impressions within the content of each page.
For this part, we utilize ChatGPT as a large lan-
guage model (LLM). A crucial aspect of our re-
search is the use of RAG (Lewis et al., 2020) in this
reason collection process, which plays a significant
role in enhancing the reliability of LLM outputs.
The RAG framework allows LLMs to refer to infor-
mation retrieved from external databases, thereby
improving the reliability of the generated content.
In this paper, we aim to enhance the reliability of
the collected results by leveraging the RAG frame-
work to collect reasons for impressions based on
the content of Web pages, compared to relying
solely on the prior knowledge of LLMs. We also
show that ChatGPT outperforms an existing model
of mT5 (Xue et al., 2021) in reason collection.

The reasons for impressions obtained through
this method, however, are highly duplicated and
hence redundant, making it difficult for users to rec-
ognize the critiques and related information about
celebrities at a glance. Therefore, we categorize
and rank the multiple reasons for impressions ob-
tained for each keyword, considering the frequency
of the reasons. This allows users to easily un-
derstand the reasons behind the impressions on
celebrities’ aspects in an aggregated ranked format,
enabling the exploration of critiques and relevant
information on celebrity-related topics. We employ
ChatGPT also for this part.

The followings give the contribution of this pa-
per:

1. We proposed a novel approach using Chat-
GPT, a large language model, to effectively
collect and aggregate impressions on celebri-
ties’ aspects from X posts.

2. In the RAG framework, we showed that Chat-
GPT is highly effective in collecting and
aggregating reasons for the impressions on
celebrities from Web pages.

3. In collecting reasons for impressions on
celebrities, we demonstrated that ChatGPT
outperforms mT5, highlighting the effective-
ness of ChatGPT in extracting relevant infor-
mation from Web pages.

2 Related Work

Previous work on assisting information access re-
garding celebrities includes studies on constructing
large-scale celebrity profile datasets by combin-
ing Twitter and Wikidata (Wiegmann et al., 2019)
and analyzing persuasion strategies in celebrities’
language use on social media to predict their in-
fluence (Chang et al., 2021). Regarding assisting
fans of celebrities, previous work includes studies
on determining the relationship between celebri-
ties and impressions in microblog posts (Nozaki
et al., 2022) and those on mining impressions on
celebrities’ aspects in microblog posts (Sugawara
and Utsuro, 2022). This paper differs from those
previous work in that we search Web pages for
reasons behind impressions on celebrities’ aspects
mined from microblog posts. This paper also dif-
fers from the previous work in that we employ
ChatGPT, a large language model, to extract im-
pressions on celebrities’ aspects from microblog
posts, while the previous studies relied on other
methods such as co-occurrence frequency statistics.

Furthermore, one of the key characteristics of
this paper is the use of RAG (Lewis et al., 2020),
which improves the reliability of LLM-generated
output by allowing reference to external informa-
tion. RAG allows LLMs to refer to information
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Figure 2: Overview of Collecting and Aggregating Impressions on Aspects of Celebrities from X Posts

retrieved from external databases, enhancing the ac-
curacy and trustworthiness of the generated content.
In this paper, we leverage RAG to collect reasons
for impressions based on the content of Web pages,
aiming to significantly improve the reliability of the
collected results compared to traditional methods
that rely solely on the knowledge stored within the
LLMs. Recent studies have explored various RAG
applications and improvements, such as context
tuning for tool retrieval and plan generation (Anan-
tha and Vodianik, 2024) improving open-domain ta-
ble question answering with late interaction models
and joint training (Lin et al., 2023), few-shot multi-
lingual image captioning without requiring super-
vised training (Ramos et al., 2023), and incorporat-
ing additional components for more powerful ques-
tion answering systems (Tan et al., 2023). Other
works have focused on improving zero-shot perfor-
mance on low-resource languages using prompts
from high-resource languages (Nie et al., 2023),
leveraging retrieval for non-knowledge-intensive
tasks with a two-stage framework (Guo et al.,
2023), and incorporating rich answer encoding for
better generation quality in knowledge-intensive
tasks (Huang et al., 2023).

ChatGPT-related research also includes entity
linking (Peeters and Bizer, 2023), and dialogue
analysis (Finch et al., 2023), and text summariza-
tion (Zhang et al., 2023b; Pu and Demberg, 2023;
Zhang et al., 2023a). This paper differs in that we
utilize ChatGPT for both collecting and aggregat-
ing impressions on celebrities’ aspects, as well as
collecting and aggregating the reasons for these
impressions.

3 Aspect, Impression, and Reason

In this study, we define “aspect”, “impression”, and
“reason” as follows:

aspect: a specific attribute, characteristics, or topic
related to a celebrity. This can include phys-
ical features, skills or talents, specific works
or performances, interactions or relationships,
behaviors, or other notable elements of their
public persona.

impression: a subjective opinion, evaluation, or
feeling about a celebrity’s aspect, often
expressed through adjectives, descriptive
phrases, or statements of recognition.

reason: the underlying explanations, justifications,
or evidences that support a particular impres-
sion about a celebrity’s aspect. Reasons are
typically more detailed and context-rich than
impressions, often found in longer-form con-
tent such as Web articles or detailed social
media posts.

4 Collecting Impressions from X Posts
using ChatGPT

This section describes the procedure of collecting
posts containing celebrity names from X, iden-
tifying posts that mention impressions on spe-
cific aspects of celebrities, and aggregating them
into aspect-impression pairs using ChatGPT. An
overview is illustrated in Figure 2.

4.1 Collecting X posts
In this paper, we selected 10 celebrities who are
frequently discussed on X and collected posts using
their names as search queries from September 7,
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celebrity name number of posts
number of

non-repost posts
Ryosuke Yamada 938,882 213,886

Kazunari Ninomiya 851,579 164,130
Fuma Kikuchi 1,131,863 185,823

Shun Oguri 425,188 120,583
Go Ayano 272,232 95,890

Kentaro Sakaguchi 284,622 64,472
Ryoma Takeuchi 83,368 31,670
Kasumi Arimura 370,956 105,084

Tomoya Nakamura 702,807 206,632
Mei Nagano 246,489 58,636

Total 5,307,986 1,246,806

Table 1: Numbers of Collected Posts for Each Celebrity Name

celebrity name aggregated aspect impression

Ryosuke Yamada

beauty outstanding
quality of dance high

interaction with Daiki Shigeoka touching
Karubi harassment funny
kidnapping of Jr. cute

eye contact with camera charming

Kazunari Ninomiya

movie “Ragelee yori Ai wo Komete” masterpiece and moving
acting skills recognized as a good actor

activities during year-end and New Year enjoyment for fans
personality loved and respected by fans

radio program enjoyment for fans

Table 2: Examples of Aspect-Impression Pairs aggregated by ChatGPT

2022 to April 9, 2023. This process is depicted in
the “Collecting X posts” part of Figure 2. The Twit-
ter Search API1 was used for post collection. The
numbers of posts and non-repost posts collected
for each celebrity name are shown in Table 1. In
this paper, we only use non-repost posts.

4.2 Collecting/Aggregating Impressions from
Posts

Next, we perform two main tasks on the X posts
containing a specific celebrity name collected in
the previous section. First, we collect posts that
mention impressions on specific aspects of that
celebrity. Second, we aggregate the collected infor-
mation into aspect-impression pairs. These tasks
are illustrated in the “Collecting and Aggregating
Celebrity’s Impressions” part of Figure 2. As the
framework for these tasks, we utilize ChatGPT2

model, specifically gpt-4-turbo-2024-04-09.
The specific prompts given to ChatGPT are shown
in Figure 5 of Appendix A. Here, we show an ex-
ample of a prompt targeting the celebrity “Ryosuke
Yamada”. The prompts begin by providing posts,

1https://developer.twitter.com/en/docs/tweets/
search/api-reference/get-search-tweets

2https://platform.openai.com/docs/models/

and instruct to first collect posts that mention what
aspects (impression targets) of Ryosuke Yamada
and what kind of impressions are associated with
those aspects. Next, it instructs to aggregate the
collected posts based on the impression targets and
their corresponding impressions. The desired out-
put format is then specified, indicating to output the
pairs of the impression target and the correspond-
ing impression, along with the specific relevant
posts. Due to the limitation of input token num-
bers, 100 posts are provided as an example. The
prompts also instruct not to include the celebrity’s
name “<Ryosuke Yamada>” in the impression tar-
gets, and to be careful not to make the impres-
sion targets and their corresponding impressions
redundant. Finally, before outputting, it instructs
to double-check if there exist any remaining posts
that were not collected nor aggregated.

To evaluate the performance of the proposed
approach, we manually annotate a subset of the
collected posts to create a reference dataset. The
evaluation is conducted for both the collection and
the aggregation tasks by comparing the outputs gen-
erated by ChatGPT with the reference. The results
are summarized in Table 3. For the collecting task,
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celebrity name total posts

collecting celebrity’s impressions aggregating celebrity’s impressions
recall precision recall precision

[# (ref ∩ collected) [# (ref ∩ collected) [# (ref ∩ aggregated) [# (ref ∩ aggregated)
# ref ] # collected ] # ref ] # aggregated ]

Ryosuke Yamada 100 0.42 (=10/24) 0.91 (=10/11) 0.82 (=9/11) 1.00 (=9/9)
Kazunari Ninomiya 100 0.73 (=8/11) 0.80 (=8/10) 0.38 (=3/8) 0.60 (=3/5)

Fuma Kikuchi 100 0.63 (=5/8) 0.71 (=5/7) 0.60 (=3/5) 0.60 (=3/5)
Shun Oguri 100 0.67 (=2/3) 0.40 (=2/5) 0.67 (=2/3) 0.50 (=2/4)
Go Ayano 100 0.69 (=9/13) 0.69 (=9/13) 0.50 (=3/6) 0.60 (=3/5)

Total/Micro Average 500 0.58 (=34/59) 0.74 (=34/46) 0.61 (=20/33) 0.71 (=20/28)

Table 3: Manual Evaluation Results of Collecting/Aggregating Impressions on Aspects of Celebrities

the evaluation results are shown in the “collecting
celebrity’s impressions” section of Table 3. The
table presents the total number of posts used for
evaluation in the “total posts” column. The “recall”
and “precision” columns display the recall and pre-
cision of ChatGPT’s performance for the collection
task, respectively, where recall is calculated as [#
(ref ∩ collected) / # ref] and precision as [# (ref ∩
collected) / # collected]. Similarly, for the aggrega-
tion task, the evaluation results are presented in the
“aggregating celebrity’s impressions” section of Ta-
ble 3. The evaluation is conducted using the posts
that were identified as containing impressions on
aspects of celebrities by ChatGPT in the collection
task. The “recall” and “precision” columns show
the recall and precision of ChatGPT’s performance
for the aggregating task, respectively, where recall
is calculated as [# (ref ∩ aggregated) / # ref] and
precision as [# (ref ∩ aggregated) / # aggregated].

Table 2 shows examples of the aspect-impression
pairs aggregated by ChatGPT for the celebrities
Ryosuke Yamada and Kazunari Ninomiya. The
table presents the aggregated aspects and their cor-
responding impressions for each celebrity. As can
be seen from the examples in the table, ChatGPT is
capable of capturing and aggregating a wide range
of aspects and impressions for both celebrities. For
Ryosuke Yamada, this includes physical appear-
ance, performance skills, interactions with others,
behavior on variety shows, roles in dramas, and
even eye contact with the camera. For Kazunari
Ninomiya, ChatGPT aggregates aspects such as
his highly reputed movie, acting skills, activities
during year-end and New Year, personality, and
radio program. These examples demonstrate that
our proposed method using ChatGPT can effec-
tively address the limitations of the previous re-
search (Sugawara and Utsuro, 2022), which con-
sidered the aspects of celebrities to be in the form
of “A (celebrity name)’s B (noun)” and used a lan-
guage model to determine whether an sentiment

relation exists between the celebrity’s aspect and
the impression. By leveraging the advanced natural
language understanding capabilities of ChatGPT,
our approach allows for a more flexible and com-
prehensive analysis of celebrity aspects and impres-
sions. Our method can identify and analyze aspects
that may not fit the “A’s B” format, capture im-
pressions expressed in various parts of speech, not
just adjectives, and consider the broader context
of posts, leading to more accurate interpretation of
sentiments. Our approach can better identify and
aggregate the major impressions on celebrities’ as-
pects from the vast amount of information available
in X posts, while taking into account the context of
the posts. This allows for a more comprehensive
and nuanced understanding of the public’s percep-
tions of celebrities, going beyond the limitations of
the previous method.

5 Reason Collection/Aggregation

This section describes the procedure of collecting
and aggregating reasons for impressions from Web
pages using ChatGPT. Section 5.1 discusses the
process of selecting pairs of aspects and their cor-
responding impressions from those collected and
aggregated in Section 4, which will be used as key-
words for searching for Web pages. Section 5.2
describes the method for searching for Web pages
using the selected keywords and collecting the con-
tent of the Web pages. Section 5.3 explains the
procedure for collecting reasons for impressions
from the collected Web page contents and presents
the results of manual evaluation. Section 5.4 dis-
cusses the procedure for aggregating the collected
reasons for impressions and presents the results of
manual evaluation.

5.1 Selecting Aspect-Impression Pairs

In this section, we describe the process of select-
ing pairs of aspects and their corresponding im-
pressions from those collected and aggregated in

63



Section 4, which will be used as keywords for
searching for Web pages. As will be explained
in detail in Section 5.2, we use the Google search
engine3 for searching for Web pages in this study.
Among the aspect-impression pairs collected and
aggregated in Section 4, some may not yield suf-
ficient number of Web pages when used directly
as search keywords on the Google search engine.
Examples of such pairs collected for the celebrity
“Ryosuke Yamada” include “interaction with Daiki
Shigeoka - touching” and “kidnapping of Jr. - cute”
as shown in Table 2. Therefore, instead of sim-
ple Google searches, it is necessary to make sig-
nificant efforts in the search process, such as col-
lecting many Web pages related to the celebrity
in advance and performing Semantic search or
Embedding search (Reimers and Gurevych, 2019;
Cer et al., 2018; Karpukhin et al., 2020) within
those pages. This is a challenge that should be
addressed in the future. Considering this, in this
study, we use 10 aspect-impression pairs that are
judged to be directly usable as search keywords on
the Google search engine for the subsequent pro-
cesses. These 10 pairs are listed in the “aggregated
aspect” and “impression” columns of Table 4 of
Appendix B. The aim of the following sections is
to clarify whether it is possible to collect and aggre-
gate reasons for impressions using these selected
aspect-impression pairs as search keywords.

5.2 Web Page Search

First, we search for Web pages using the Google
search engine with the keywords selected in the pre-
vious section. Next, we manually collect the con-
tent of the top 30 Web pages in the search results.
This series of operations are performed for all the
keywords. For example, in the case of “Ryosuke
Yamada’s acting performance - amazing”, we first
search for Web pages using “Ryosuke Yamada’s
acting performance - amazing” as the query and
collect the content of the top 30 Web pages. Those
Web pages are expected to contain reasons for the
impressions expressed in the keywords such as “rea-
sons why Ryosuke Yamada’s acting performance
is amazing”.

5.3 Reason Collection

5.3.1 The Procedure
Next, we use the content of the Web pages collected
in the previous section to collect reasons for im-

3https://www.google.co.jp/

pressions for each Web page. We use the ChatGPT
model gpt-4-0613 as the framework for collect-
ing reasons for impressions. The entire prompt
given to ChatGPT is shown in Figure 6 of Ap-
pendix B4. Here, we show an example of a prompt
targeting the keyword “Ryosuke Yamada’s acting
performance - amazing”. First, we use the prompt
in Figure 6 of Appendix B to instruct ChatGPT to
search for reasons for impressions based on the col-
lected Web pages without using prior knowledge
of ChatGPT itself but referring to the content of
the retrieved Web pages as added as the context.
If the added context information does not contain
reasons for impressions, ChatGPT is instructed to
output only “not included”. By having ChatGPT
search for reasons for impressions based on the
content of Web pages rather than the prior knowl-
edge of ChatGPT itself, we expect to suppress the
output of information that differs from or does not
exist in the Web search results at that moment, a
phenomenon known as hallucination.

5.3.2 Manual Evaluation
Here, we evaluate the reasons for impressions col-
lected by ChatGPT by comparing them with man-
ually collected reference reasons for impressions,
where the evaluation is performed with 10 sets of
keywords.

Based on the content of Web pages obtained
for each keyword in Section 5.2, the first author
manually collected reasons for impressions. For
example, for the keyword “Ryosuke Yamada’s act-
ing performance - amazing”, the first author man-
ually examined each collected Web page and ex-
tracted statements that correspond to reasons why
“Ryosuke Yamada’s acting is said to be amazing”.
These extracted reasons were compiled into a list
for each Web page, serving as our reference data.
We then assess whether ChatGPT can output corre-
sponding reasons, allowing for variations in word-
ing.

Based on the multiset5 of reasons S(d) output
by ChatGPT for a given Web page d and the mul-
tiset of reference reasons R(d) manually prepared

4We confirmed through experimental ablation studies that,
although all the prompts in Figure 6 of Appendix B and Fig-
ure 7 of Appendix B can be replaced with similar sentences,
the performance of ChatGPT is severely damaged if any of
them is removed.

5Note here that it can happen that ChatGPT redundantly
outputs a single reason several times from a single Web page
d. Similarly, it is allowed that reference reasons manually
collected from a single Web page d may include a single
reason several times, resulting in a multiset.
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for the Web page d6, the recall and precision are
defined as follows:

Recall =
∑

d

|R(d) ∩ S(d)|/
∑

d

|R(d)|,

Precision =
∑

d

|R(d) ∩ S(d)|/
∑

d

|S(d)|

The evaluation is performed for each collected
Web page, and the micro-average is used as the eval-
uation result for each keyword. The overall eval-
uation results are measured as the macro-average
of the evaluation results for the total 10 keywords
for evaluation. The overall evaluation results for
reason collection are shown in Figure 3(a). As a re-
sult, in reason collection, high performance around
0.9 are achieved for recall, precision, and F1-score.
As will be presented in Table 4 in section 6.2 and
in Appendix B, half of the retrieved Web pages are
without reasons. Thus, high performance of rea-
son collection by ChatGPT reveals that ChatGPT
is highly tolerant of noisy context such as those
Web page retrieval errors, where ChatGPT does
not collect incorrect reasons even from those noisy
Web pages.

5.4 Reason Aggregation

5.4.1 The Procedure
Next, we aggregate the reasons for impressions col-
lected in the previous section. Here, we use the
ChatGPT model gpt-4-1106-preview. The en-
tire prompt given to ChatGPT is shown in Figure 7
of Appendix B. Again, we show an example of a
prompt targeting the keyword “Ryosuke Yamada’s
acting performance - amazing”. First, the prompt
in Figure 7 of Appendix B indicates that, the series
of instructions are followed by summaries of Web
pages related to the specified keyword. Further-
more, we instruct ChatGPT to perform reason ag-
gregation by categorizing reasons given as the con-
tent mentioned in each Web page summary. Those
instructions represent how ChatGPT aggregates
reasons for impressions. In the example of Figure 7
of Appendix B, we begin by stating that we will
provide ChatGPT with summaries of Web pages
related to the keyword “Ryosuke Yamada’s acting
performance - amazing”. Next, we present exam-
ples of categories and the corresponding sentences
that are regarded as examples of reasons, instruct-
ing ChatGPT to categorize reasons of impressions

6See Appendix C.1 for details on the inter-annotator agree-
ment in reason collection.

following these examples. We also instruct Chat-
GPT to create new categories if the Web page sum-
mary includes categories that do not correspond to
the provided examples.

By providing category examples in advance, we
aim to stabilize ChatGPT’s output. The actual cat-
egory examples and corresponding sentences pro-
vided here are totally unrelated to the specified
keyword “Ryosuke Yamada’s acting performance -
amazing”. The subsequent instructions are further
given with examples to simply guide the output
format to obtain results in a format that is easy
to automatically interpret. Details on the output
format can be found in Appendix D.

5.4.2 Manual Evaluation Procedure

Here, we evaluate the reasons for impressions ag-
gregated using ChatGPT by comparing them with
manually aggregated reference reasons, where the
evaluation is performed with 10 keywords. The
manually aggregated reference reasons were cre-
ated solely by the first author, who grouped similar
reasons from the reference data used in the reason
collection step. This process involved carefully ex-
amining the collected reasons for each keyword and
combining those that expressed similar concepts
or ideas, ensuring a concise yet comprehensive set
of aggregated reasons. At this point, we define the
following seven multisets/sets. Specifically, first,
we define S′ as the multiset of reasons aggregated
by ChatGPT based on the collected reasons, and
R as the set of distinct reference reasons prepared
manually after aggregation7. Next, we define S′

r

as the multiset of elements of S′, where, for each
of their elements, a corresponding reason exists in
R. In contrast, we define S′

¬r as the multiset of the
elements of S′, where, for each of their elements,
no corresponding reason exists in R. Then, we ob-
tain Sr as the set of elements of S′

r by aggregating
multiple reasons corresponding to a single reason
in R into one reason. In contrast, we also obtain
S¬r as the set of elements of S′

¬r by aggregating
multiple reasons into one reason. Finally, we define
S as the union of Sr and S¬r.

Based on these multisets/sets, recall, precision,
and redundancy are defined as follows. Here, re-
dundancy measures how well ChatGPT can avoid
redundancy in the aggregated reasons by compar-
ing the number of redundant reasons before and
after aggregation. The overall evaluation results are
calculated as the macro-average of the evaluation

7See Appendix C.2 for details on the inter-annotator agree-
ment in reason aggregation.
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results for the total 10 keywords.

Recall = |Sr|/|R|, Precision = |Sr|/|S|,

Redundancy = |S′
r|/|Sr|

5.4.3 Manual Evaluation Results
We conducted an experiment to investigate the im-
pact of providing category examples within the
prompts on the manual evaluation results. The
overall evaluation results for reason aggregation are
shown in “w/ examples” of the “Reason Aggrega-
tion” section in Figure 3. As a result, in reason ag-
gregation with examples, recall was 0.77, precision
was 0.88, F1-score was 0.81, and redundancy was
1.40, where, overall, reason aggregation with exam-
ples outperforms that without examples in terms
of recall and F1-score, while it was more redun-
dant than that without examples, simply because it
outputs more reasons than that without examples.
These results suggest that by excluding category
examples, ChatGPT can perform more concise and
accurate categorization of reasons. However, it
also tends to fail in detecting several reasons as
illustrated in the damage in recall. In other words,
providing examples allows ChatGPT to generate
results closer to human annotations, but at the cost
of potentially performing more redundant catego-
rization.

6 Automatic Evaluation of Reason
Detection/Collection

6.1 Task Definition: Reason
Detection/Collection

In this section, we focus on two tasks for automatic
evaluation: reason detection and reason collection.
Given a keyword consisting of a celebrity name,
an aspect and an impression such as “Ryosuke Ya-
mada’s acting performance - amazing” and a re-
trieved Web page in relation to the keyword, the
reason detection task outputs a binary judgment
whether or not there exist one or more reasons in
the retrieved Web page for the question composed
from the keyword as in “Why is Ryosuke Yamada’s
acting performance said to be amazing?”. The out-
put of the reason detection task is “YES” or “not
included”. The evaluation metrics for this task are
recall, precision, and F1-score based on the refer-
ence judgment result.

The reason collection task aims to generate rea-
sons for impressions from retrieved Web pages,

where the inputs to the task are the same as the
reason detection task. In the automatic evaluation,
ROUGE-L is used as an evaluation metric for the
reason collection results by ChatGPT and mT5,
which measures the longest common subsequence
between the generated reasons and the manually
created reference reasons8 . The sentences corre-
sponding to reasons are rarely concentrated in one
location but often span multiple parts within the
text. Therefore, it is more appropriate to apply the
procedure of generating reasons based on context
rather than extracting reason chunks from the con-
text. Here, we apply mT5 (Xue et al., 2021) as a
comparison to ChatGPT for both tasks.

6.2 Evaluation
This section describes the automatic evaluation pro-
cedure for reason detection and reason collection
by ChatGPT and mT5. The dataset for fine-tuning
mT59 was created using the Web pages collected in
section 5.2. Specifically, first, question sentences
for fine-tuning of mT5 are set based on the key-
words used for collecting Web pages. For example,
for a Web page collected in relation to the keyword
“Ryosuke Yamada’s acting performance - amazing”,
the question sentence is set as “Why is Ryosuke
Yamada’s acting performance said to be amazing?”
Next, the context for answering the question is set.
Here, the collected Web pages are first split into
sentences by periods, and then split sentences are
concatenated as a chunk under the restriction of sat-
isfying the input token length upper bound of mT5.
After that, for each chunk, if it contains sentences
that are the reasons for impressions, all the relevant
sentences are manually extracted and combined to
form the reference answer. If no chunk contains a
sentence that is regarded as the reason for impres-
sions, the Web page is judged as unanswerable to
the question and “” (blank) is set as the reference
answer. The statistics of the numbers of Web pages
are shown in Table 4 of Appendix B.

For ChatGPT, as in Figure 6 of Appendix B, it
is instructed to output “not included” if there is no
reason. Thus, if only “not included” is output, it
is treated as no reason is observed. For mT5, if
the output is “” (blank), it is treated as no reason
is observed. Moreover, there could be cases where

8While ROUGE-L relies on exact string matching, fu-
ture work will explore metrics that better capture embedding
based semantic similarity beyond string matching, such as
BERTScore, BARTScore, and SentenceBERT, for a more
comprehensive evaluation.

9https://huggingface.co/google/mt5-base
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(a) Recall, Precision, and F1 Score (b) Redundancy of Reason Ag-
gregation

Figure 3: Manual Evaluation Results of Reason Collection/Aggregation by ChatGPT

(a) reason detection (b) reason collection
Figure 4: Automatic Evaluation Results of Detecting/Collecting Reasons for Impressions

mT5 outputs only symbols such as “.” or “?”, which
are also treated as no reason is observed.

For the training and evaluation of mT5, 5-fold
cross validation was performed based on the dataset
shown in Table 4 of Appendix B, where each line
is counted as the unit of 5-fold cross validation. In
each fold of 5-fold cross validation, the dataset for
8 out of the 10 keywords shown in Table 4 was
used as the training data10, and the dataset for the
remaining 2 keywords was used as the evaluation
data. When generating answers to the evaluation
data, answer generation is first performed on each
chunk. Then, for each Web page, the generated an-
swers are concatenated and then further used as the
context when generating an answer for the whole
Web page span again. Similar to reason collection
by ChatGPT in section 5.3, this procedure allows
for generating an answer for each Web page span11.

ChatGPT outperformed mT5 for all evaluation
results. In the evaluation of reason detection, as
shown in Figure 4(a), ChatGPT outperformed mT5
in all the metrics, with a particularly large differ-
ence in precision. This means that mT5 tends to er-
roneously output reasons, corresponding to over de-

10The number of training epochs is set as five.
11See Appendix C.3 for details on the inter-annotator agree-

ment in reason detection.

tection of reasons. In contrast, ChatGPT achieved
over 90% recall and precision. From the ROUGE-
L evaluation results shown in Figure 4(b), on the
other hand, ChatGPT is able to generate reasons
much closer to the reference compared to mT5.

7 Conclusion

In this paper, we proposed a method to augment
fans of celebrities to critique and explore informa-
tion concerning celebrities. We conducted evalua-
tion on the results obtained by the proposed method
by comparing them with manually collected and
aggregated reasons for impressions. We also evalu-
ated the methods for reason collection with Chat-
GPT and mT5, confirming that ChatGPT shows
higher performance. Beyond mT5, we plan to
compare ChatGPT with larger models that have
a comparable number of parameters, such as Mis-
tral Large12 or LLaMA 3 70B13 , to provide a more
meaningful evaluation of the proposed method.

8 Limitations

While our proposed method demonstrates promis-
ing results, it is important to acknowledge its lim-

12https://mistral.ai/news/mistral-large/
13https://ai.meta.com/blog/meta-llama-3/
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itations. LLMs, including ChatGPT, are prone to
hallucinations and may generate plausible but in-
correct information. While our use of the RAG
framework mitigates this risk, it does not elimi-
nate it entirely. The manual aspects of our data
collection and processing methods may pose chal-
lenges for exact reproducibility, despite our efforts
to provide detailed descriptions.

Our approach relies on aspect-impression pairs
that can be directly used as search keywords. For
pairs that do not yield sufficient Web pages, more
sophisticated information retrieval techniques, such
as semantic or embedding search (Reimers and
Gurevych, 2019; Cer et al., 2018; Karpukhin et al.,
2020), may be necessary in future research.

9 Ethical Statements

The use of AI to analyze and aggregate informa-
tion about celebrities raises several ethical concerns
that we must address. While we use publicly avail-
able information, the aggregation and analysis of
this data may have unintended consequences for
the individuals involved. We emphasize the im-
portance of using this information responsibly and
respectfully. The potential for generating or ampli-
fying false information is a significant concern. We
acknowledge that our method, despite safeguards,
could inadvertently contribute to the spread of mis-
information if not used cautiously. There is also a
risk that our system could reinforce existing biases
or create echo chambers. We encourage users to
seek diverse sources and perspectives beyond what
our system provides.

We stress that the intent of this research is not to
facilitate unwarranted criticism or invasion of pri-
vacy, but to promote more informed and nuanced
understanding of public figures and media represen-
tation. We recognize the broader implications of
developing tools that aggregate and analyze public
sentiment. We call for ongoing dialogue about the
ethical use of such technologies and their impact
on public discourse.

In light of these considerations, we recommend
that users of our system approach the generated
information critically, cross-reference with reliable
sources, and use the tool as a starting point for fur-
ther exploration rather than as a definitive source
of information. As researchers, we commit to con-
tinuing to refine our methods to address these lim-
itations and ethical concerns, and to contribute to
the responsible development of AI technologies in

media analysis.
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A Collecting/Aggregating Impressions
from X Posts

Figure 5 presents the specific prompts given to
ChatGPT for collecting and aggregating impres-
sions on celebrities’ aspects from X posts as de-
scribed in Section 4.2.

B Reason Collection/Aggregation

Table 4 shows the selected aspect-impression pairs
for Web page search and the numbers of Web pages
in the dataset for reason detection and collection
as described in Section 5.1 and Section 6.2, respec-
tively.

Figure 6 shows the prompts given to ChatGPT
for collecting reasons for impressions from Web
pages, as described in Section 5.3.

Figure 7 presents the prompts given to ChatGPT
for aggregating the collected reasons for impres-
sions, as described in Section 5.4.

C Inter-annotator Agreement for Reason
Collection, Aggregation and Detection

C.1 Reason Collection
The multiset R(d) of reference reasons is manually
prepared by the first author following exactly the

same procedure as presented in the previous sec-
tion for ChatGPT. Another annotator ID=SK also
manually prepared R(d) for 6 keywords out of the
overall 10, where, out of all the 5,625 sentences
within the retrieved Web pages, 242 agreed to be
collected as specifying reasons, 5,200 agreed not
to be collected as specifying reasons, while 183 not
agreed (collected by only one of the two annota-
tors), resulting in 97% agreement rate and Cohen’s
kappa coefficient as 0.71, which is sufficiently high
agreement.

C.2 Reason Aggregation
R was prepared by the first author in the overall
evaluation. Here, for 6 keywords out of the overall
10, R was prepared independently by the annotator
ID=SK from one’s own result of collecting reasons
in the previous section, where the agreement rate
between the first author and the annotator ID=SK
was 71%.

C.3 Reason Detection
The reference data for reason detection is directly
constructed from the multiset R(d) of reference
reasons for the Web page d prepared by the first
author. The agreement rate between the first author
and the annotator ID=SK was 98% and Cohen’s
kappa coefficient was 0.95. The reference text for
reason collection is composed by concatenating
reasons manually prepared by the first author for
each Web page.

D ChatGPT Output Format for Reason
Aggregation

Specifically, we instruct ChatGPT to output the esti-
mated category names and the corresponding Web
page IDs in a ranked format. Each category name
represents a reason for an impression accompa-
nied with Web paged IDs, where the corresponding
reason is collected from each of those Web pages.
Those categories each representing a reason are
ranked in descending order of the frequencies of
their observation, expecting users to more easily
understand the reasons for impressions. The output
format is specified to be in a JSON format.
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Figure 5: Prompts for Collecting/Aggregating Impressions from X Posts
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celebrity name aspect impression
# Web pages

w/ reason w/o reason total

Ryosuke Yamada

acting performance amazing 56 56 112

drama
scary 22 22 44

interesting 36 36 72
face good 20 20 40

Fuma Kikuchi
acting performance amazing 33 33 66

swamp deep 8 8 16

Shun Oguri
acting performance

amazing 42 42 84
bad 15 15 30

face good 12 12 24
voice good 13 13 26

total — — 257 257 514

Table 4: Selected Aspect-Impression Pairs and Numbers of Web Pages in the Dataset for Reason Detection/Collection

Figure 6: Prompts for Reason Collection by a Large Language Model (ChatGPT)
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Figure 7: Prompts for Reason Aggregation by a Large Language Model (ChatGPT)
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